Predicting Human Interactive Learning by Regret-Driven Neural Networks
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Much of human learning in a social context has an interactive nature: What an individual learns is affected by what other individuals are learning at the same time. Games represent a widely accepted paradigm for representing interactive decision-making. We explored the potential value of neural networks for modeling and predicting human interactive learning in repeated games. We found that even very simple learning networks, driven by regret-based feedback, accurately predict observed human behavior in different experiments on 21 games with unique equilibria in mixed strategies. Introducing regret in the feedback dramatically improved the performance of the neural network. We show that regret-based models provide better predictions of learning than established economic models.

Interactive learning differs from individual learning in that, given $n$ agents, each agent adapts to behaviors that are modified by the concurrent learning of the other $n-1$ agents. It has an obvious relevance in economic contexts, but (more generally) much of human learning that occurs in social contexts has an interactive nature. Experimental game theory has provided a large set of laboratory data on human interactive learning in repeated games (5), often contradicting the predictions of standard game theory. The need for models of interactive learning in games arises from the difficulties of ordinary game-solution concepts to explain both the trajectories and the long-run stationary state of experimentally observed human behavior in repeated games. Games with unique equilibria in mixed strategies are especially interesting cases, because Nash equilibrium not only fails to approximate behavior in early rounds but also is often a poor predictor of the stable behavior emerging in the long run.

Until now, two main modeling strategies have been used with some success in trying to fit and predict how humans learn in repeated games: (i) laboratory settings. One modeling strategy extends concepts to explain both the trajectories and the long run.
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Fig. 4. Responses of a fast OFF ganglion cell to a flashed natural image. (For results from other cell types, see fig. 59.) (A) Photograph of a swimming salamander larva projected on the retina. The ellipse in the upper right corner shows a sample 1-SD outline of a ganglion cell receptive field. In each of 1000 presentations, the image was shifted slightly, and the grid of dots marks the resulting centers of the receptive field. Presentations were separated by gray illumination at the mean intensity of the photograph. The image onset produced lumiance changes at most locations. (B) Spike trains of the ganglion cell for receptive-field locations along the column marked by the arrows in (A). (C) Gray-scale plot of the differential spike latency on single-trial presentations at the locations marked with dots in (A). The reference latency was chosen as the average value at all locations (10). (D) Corresponding gray-scale plot of the spike counts.

The surge of interest in the neural bases of economic behavior (1–3) prompts the question of how well neural networks can model human interactive decision-making (4). This question implies two issues: the choice of the network architecture and the selection of input information to the network that has to be both economically and neurophysiologically motivated.

Interactive learning differs from individual learning in that, given $n$ agents, each agent adapts to behaviors that are modified by the concurrent learning of the other $n-1$ agents. It has an obvious relevance in economic contexts, but (more generally) much of human learning that occurs in social contexts has an interactive nature. Experimental game theory has provided a large set of laboratory data on human interactive learning in repeated games (5), often contradicting the predictions of standard game theory. The need for models of interactive learning in games arises from the difficulties of ordinary game-solution concepts to explain both the trajectories and the long-run stationary state of experimentally observed human behavior in repeated games. Games with unique equilibria in mixed strategies are especially interesting cases, because Nash equilibrium not only fails to approximate behavior in early rounds but also is often a poor predictor of the stable behavior emerging in the long run.

Until now, two main modeling strategies have been used with some success in trying to fit and predict how humans learn in repeated games: (i) laboratory settings. One modeling strategy extends a classical paradigm of learning theory (i.e., rein-
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Hopfield update rule \((12, 13)\), which provides a more direct probabilistic interpretation of the classical perceptron learning procedure

\[
\Delta w_{ij} = \lambda^2 \times |t_j(a^*_k) - y_j| \times R^k(a^*_m, a^*_k) \times x_j
\]

given the action \(m\) chosen by player \(k\), \(a^*_m\), and the regret given the action \(a^*_k\) and the other players’ actions \(a^*_m\); \(x_j\) is the strength of the input to the node and can be interpreted as payoff saliency; and \(\lambda\) is the learning rate. Regret is computed as the difference between the actual payoff received by a player \(k\) and the maximum payoff obtainable, given other players’ actions. Thus, the psychological intuition underlying Eq. 3 is that connection weight adjustment is driven by a series of factors that can be summarized as adjustment = learning rate \(
\times\) distance from ex-post best response \(
\times\) regret \(
\times\) input saliency.

As compared with Hopfield’s perception rule, the main difference of this variant is that the error feedback is multiplied by the regret size. One version of the model (henceforth PB1) squeezes the number of parameters to one by equating \(\beta\) to \(\lambda\). This choice is justified because the effects of both parameters on the adjustment process are highly correlated (computer simulations have confirmed that this parameter trimming implies no substantial

### Table 1

<table>
<thead>
<tr>
<th>Average MSD scores (SD)</th>
<th>Average AICc scores (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.45 (1.96)</td>
<td>-37.790 (18.13)</td>
</tr>
<tr>
<td>2.55 (1.78)</td>
<td>-41.380 (15.55)</td>
</tr>
<tr>
<td>1.65 (1.48)</td>
<td>-42.019 (15.93)</td>
</tr>
<tr>
<td>2.74 (2.85)</td>
<td>-42.313 (13.51)</td>
</tr>
<tr>
<td>1.83 (1.09)</td>
<td>-43.464 (17.74)</td>
</tr>
<tr>
<td>1.07 (1.25)</td>
<td>-51.725 (18.33)</td>
</tr>
<tr>
<td>0.78 (0.66)</td>
<td>-52.550 (16.97)</td>
</tr>
<tr>
<td>0.50 (0.35)</td>
<td>-52.681 (16.92)</td>
</tr>
<tr>
<td>0.88 (0.75)</td>
<td>-54.660 (17.14)</td>
</tr>
</tbody>
</table>

**Fig. 1.** The agent architecture. The payoff matrix is mapped into neural net input nodes. Each action is represented by an output node.

**Fig. 2.** Results. The first and second columns indicate average MSD and average AICc scores, respectively, over all 21 games. The third column and bottom row indicate model names. Cells in the remaining columns contain two sets of paired values: The top pair indicates the number of tasks for which the MSD score of the “row” model was significantly better or worse (the first and second numbers in each pair, respectively) than that of the “column” model, and the bottom pair shows those relationships for AICc scores. As a result of ties, the sums of each pair in a cell may be less than 21.
losses in descriptive and predictive performances). We also introduced a second model (PB0), which has no free parameters as a result of a simple form of meta-learning (10, 19), allowing the endogenous determination of the learning rate $\lambda$. Once more, regret plays a central role: We assumed that the learning rate is tuned by a cumulative regret function that increases $\lambda$ as the current ratio of experienced regret to the maximum possible regret exceeds the regret.

Given the availability of 21 different experimental conditions, it is appropriate to use—for each single condition (game)—the other 20 games to calibrate free parameters and predict behavior in the given condition (6, 7, 26). This provides 21 different predictions: one for each game. We used Mean Square Deviation (MSD) as a measure of goodness-of-fit for calibration and prediction (27). Although PB0 has no free parameters to estimate, PB1, reinforcement learning, and stEWA have one free parameter to estimate, and the REL model and NFP have two free parameters: Thus, the models to be compared differ both in functional form and in the number of free parameters. Among generally accepted criteria for comparing models with different complexity, we used the corrected Akaike Information Criterion (AICc) (adjusted for sample size), which is the method according the lowest penalty to excess parameters.

To test the descriptive and predictive accuracy of our model, we considered experiments on 21 different games with unique equilibria in mixed strategies (8, 20–25). Over more than 50 years, these experiments have been conducted by researchers other than the authors of this paper. The games have several actions, which range from two to five, that are available to each player. Of those games, 17 are constant sum games, whereas the remaining 4 are games in which players have no incentive to favor the other player. In other words, in each experiment, players had to learn strategies of conflict. In order to let learning processes unfold, we selected experiments with the constraint that there should be a minimum of 100 iterations of the stage game.

Our focus on such a class of games was motivated by multiple considerations. Because such games have unique equilibria, game theory lends a unique prediction of agents’ behavior, providing a nonequivalent benchmark. Furthermore, all the 21 games that we considered have nondegenerate solutions: In equilibrium, subjects have to randomize their behavior. This is a source of cognitive complexity, despite the apparent simplicity of the game structures. Nash equilibrium turns out to be a poor predictor of observed behavior in such games (in many of them, it performs even worse than a “random behavior” prediction). Finally, this is the class of games on which the largest set of experiments with sufficient iterations is available.

We compared our model with different breeds of models (7): in particular, we took the Nash equilibrium, blind random behavior, and three of the most established learning models in the behavioral game-theory literature [i.e., the Basic Reinforcement Learning (BR) model (7), the Reinforcement Learning (RL) model by Erev et al. (8), and the self-tuning Experience-Weighted Attraction (stEWA) model (10)] as competitors, as well as the recent Normalized Fictitious Play (NFP) model (8, 11). To single out the value added by introducing a regret term in the perception feedback, we further compared our model with the corresponding one-layer analog perceptron (NNET2) that uses the ordinary error feedback measure (dropping the regret term from Eq. 3) and has independent $\lambda$ and $\beta$ free parameters.

With the availability of 21 different experimental conditions, it is appropriate to use—for each single condition (game)—the other 20 games to calibrate free parameters and predict behavior in the given condition (6, 7, 26). This provides 21 different predictions: one for each game. We used Mean Square Deviation (MSD) as a measure of goodness-of-fit for calibration and prediction (27). Although PB0 has no free parameters to estimate, PB1, reinforcement learning, and stEWA have one free parameter to estimate, and the REL model and NFP have two free parameters: Thus, the models to be compared differ both in functional form and in the number of free parameters. Among generally accepted criteria for comparing models with different complexity, we used the corrected Akaike Information Criterion (AICc) (adjusted for sample size), which is the method according the lowest penalty to excess parameters.

Figure 2 shows the results of our analysis. The regret-based perceptrons PB1 and PB0 had the second- and third-best average MSD scores on all 21 prediction tasks, and in most conditions, were predicting better than other models, with the only exception of the other regret-based model, NFP (which was the best performer in terms of MSD). Notably, the no-parameter PB0 preserved much of the one-parameter PB1 performance, with average MSD scores much smaller not only than other nonparametric models but also than the parametric ones, with the obvious exception of PB1 and NFP. Once the number of free parameters was taken into account, however, the no-parameter perceptron PB0 had the lowest AICc score and compared favorably to all other models in most of the games. Thus, no matter how one measures performance, regret-based models always fared better than the other models, although PB0 gained an advantage from its great parsimony (28).

Furthermore, the PB0 and PB1 models clearly outperform the traditional NNET2 analog perceptron, demonstrating the determinant role played by the introduction of regret as a source of feedback for learning. Another important advantage for models such as PB1 and PB0 comes from the nature of the learning tasks that can be modeled. Most human interactive learning happens in contexts where tasks do not repeat themselves identically over time, as in the experiments considered here. Generalization from examples and the learning of conditional behavior (different responses to different inputs) are natural features of human behavior. Standard models of economic learning (including the recent NFP) do not capture such features, because there is no way that they can model dependence of behavior from the perception of different game structures. On the contrary, even simple neural networks, such as those investigated here, can easily model generalization and conditional behavior and thus are open to the investigation of more realistic interactive learning tasks.
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