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Abstract
We assess the radiative heating error affecting marine air temperature (MAT) measurements in the
Tropical Atmosphere Ocean array. The error in historical observations is found to be ubiquitous
across the array, spatially variable and approximately stationary in time. The error induces
spurious warming during daytime hours, but does not affect night-time temperatures. The range
encompassing the real, unknown daily- and monthly-mean values is determined using daytime
and night-time mean temperatures as upper and lower limits. The uncertainty in MAT is less than
or equal to 0.5 ◦C and 0.2 ◦C for 95% of daily and monthly estimates, respectively. Uncertainties
impact surface turbulent heat flux estimates, with potentially significant influences on the
quantification of coupled ocean-atmosphere processes.

1. Introduction

The Tropical Atmosphere Ocean (TAO) array con-
sists of about 70 moorings in the Tropical Pacific
Ocean acquiring high-frequency meteorological and
oceanographic data (McPhaden 1995,McPhaden et al
1998). Since its advent in 1985, the TAO array has
become the major source of in situ measurements
for the investigation of near-surface atmospheric and
oceanographic processes in the equatorial Pacific.
The success of the TAO project fostered the devel-
opment of two additional arrays in the Atlantic and
Indian oceans, namely the Prediction and Research
Moored Array in the Atlantic (PIRATA, Bourlès et al
2019) and the Research Moored Array for African-
Asian-Australian Monsoon Analysis and Prediction
(RAMA, McPhaden et al 2009), respectively. The
three arrays constitute the Global Tropical Moored
Buoy Array (GTMBA) and share the same buoy
and sensor instrumentation (McPhaden et al 2010).
GTMBA data are widely used to analyse regional cli-
matic phenomena, e.g. the El Niño-Southern Oscil-
lation in the equatorial Pacific (McPhaden et al
2020) and the Indian Ocean Dipole in the Indian

Ocean (McPhaden et al 2015), to contribute to global
observational datasets and observing systems (e.g.
HadCRUT, ICOADS, GOOS and GCOS), to val-
idate satellite observations and to evaluate climate
model output (Good et al 2020). The temperature
sensors mounted on GTMBA buoys are known to
be susceptible to a radiative heating error (RHE),
which hampers the reliability of near-surface mar-
ine air temperature (MAT) measurements. However,
only few studies have systematically assessed RHE on
moorings and, to our knowledge, none has systemat-
ically assessed the impact of the RHE on TAO data. In
the present investigation we address this gap and dis-
cuss implications of the RHE for the quantification of
daily and monthly MAT variability over the tropical
Pacific Ocean.

OnGTMBAbuoys,MATmeasurements aremade
by Pt-100 RTD (resistance temperature detector)
sensors covered with naturally ventilated radiation
shields. A shield is composed of ten plates made
of white polyvinyl chloride placed one above the
other protecting the sensor from direct solar radi-
ation, precipitation and spray from wave breaking.
The shield is designed to allow for air flow through
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the plates and for convective cooling. Thus, a net heat
loss is induced, which should equal the solar heat-
ing (Gill 1983). The accuracy of such MAT meas-
urements was originally questioned by Anderson and
Baumgartner (1998), hereafter referred to as AB1998,
who revealed the RHE in measurements obtained by
buoys deployed within the TOGA/COARE monitor-
ing program (Webster and Lukas 1992, Weller and
Anderson 1996). The error was detected by com-
paring air temperature measurements obtained from
a sensor covered by a naturally ventilated radiation
shield originally mounted on the TOGA/COARE
buoys and a sensor examining the air within an act-
ively ventilated radiation shield working only in day-
light hours installed on the same buoy. The shape
of the mean diurnal cycle of MAT was found to dif-
fer significantly between the two sources during day-
light hours. The ‘aspirated’ temperature constantly
increases from 06 h to 12–15 h local time, showing
only one peak throughout the day, while the ‘natur-
ally ventilated’ diurnal evolution features two peaks
occurring around mid-morning and mid-afternoon,
revealing that, because of shield geometry, a sensor’s
spurious heating occurs, which is maximum with a
Sun elevation between 40◦ and 70◦. This RHE was
explained by excess heating of the air temperature
inside the shield caused by solar radiation and insuf-
ficient air recirculation. However, the limited num-
ber of observations used in AB1998 and the currently
large TAO dataset requires an updated assessment of
the RHE.

Existing correction models for the RHE build on
consideration of the shield heat budget (AB1998) and
on synchronous acquisition of solar radiation and
wind speed (Nakamura and Mahrt 2005). Models
rely on the comparison between the erroneous and
the accurate air temperature measurements to estim-
ate their parameters, which depends on the specific
characteristics of each sensor. AB1998 estimated these
empirical parameters using measurements spanning
only a fewdays from just a fewbuoys; whether they are
generally applicable is an open question. Moreover,
the operating periods of the different sensors moun-
ted on each TAO buoy are typically not synchronous.
Hence, wind speed and solar radiationmeasurements
are not always available during the wholeMAT obser-
vational period and the correction cannot be always
applied.

In this work we focus on daily and monthly
mean values to address the following scientific ques-
tion: given that MAT measurements from the TAO
array are affected by a variable RHE, is it pos-
sible to constrain the true MAT evolution over dec-
ades of measurements from tens of buoys within a
reliable uncertainty range? We proceed as follows.
First, the ubiquitous presence of the RHE among the
TAO buoys is determined by qualitatively compar-
ing their average MAT diurnal cycle with the ‘erro-
neous’ diurnal cycle described by AB1998. Then, the

uncertainty associated with the RHE in the daily
and monthly MAT estimates from the TAO array
is assessed by comparing ‘all-day’ and ‘night-time’
average values (adMAT and nMAT, respectively). We
identify the interval containing the true values by
assuming that, for any given day or month, the true
daily average value is smaller than the adMAT estim-
ate and larger than the nMAT estimate. This assump-
tion builds on the RHE being positive and always
adding to the observed MAT during daylight hours,
resulting in a warmer observedMATmean compared
to the true MAT mean (AB1998). Accordingly, the
observed adMAT estimate sets an upper boundary to
the true value. The lower boundary is set by the nMAT
estimate, which is calculated over the coolest hours
of the day not affected by the RHE, given the obvi-
ous lack of direct solar radiation during night time.
Days or months may occasionally feature larger MAT
values during night-time hours due to rapid modific-
ations in local meteorological conditions as the pas-
sage of a storm, which can cause a quick drop in day-
time temperatures. In this case, the true MAT value
cannot be enclosed within two limits and we there-
fore exclude these days and months from the ana-
lysis. Accordingly, the difference between adMAT and
nMAT, hereafter referred to as∆, quantifies the inter-
val inclusive of the true adMAT (daily or monthly)
value. By definition ∆ will be always positive as neg-
ative values are excluded from the analysis.

In the main analysis, scatterplots are used to
compare the distribution of ∆ according to adMAT
for both daily and monthly estimates. The spatio-
temporal variation of ∆ in the TAO array is invest-
igated by inspecting the temporal mean and stand-
ard deviation of ∆ as well as the ∆ variation in
time among the TAO buoys. We also examine how
the uncertainty in MAT measurements due to the
RHE propagates to estimates of local surface turbu-
lent sensible (Fh) and latent (Fq) heat fluxes.

2. Materials andmethods

This study utilizes all 10 min MAT data acquired by
the TAO and GTMBA arrays from the end of the 90s
to the end of 2020 (see figure S1 (available online
at stacks.iop.org/ERL/17/014040/mmedia) for data
availability). Note that only buoys positioned east-
ward of 165◦ E acquire 10 min observations. Then,
data are used to assess the interval ∆ inclusive of the
true MAT value, for daily and monthly estimates.

The presence of the RHE in GTMBA data is
inspected through the MAT mean diurnal cycle,
obtained by averaging MAT diurnal anomalies.
Diurnal anomalies are defined as deviations of
instantaneous measurements throughout a day from
the average of all such measurements, i.e. the daily
average. Anomalies are computed over a 24 h period
to remove the effect of longer-term variability. There-
fore, processes responsible for diurnal variability are
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highlighted. TheMATmean diurnal cycle is obtained
by averaging diurnal anomalies throughout the day,
from 00 h to 23.50 h local time, at the available
sampling frequency of 10 min. Hereafter, all times
are reported in local time.

Daily adMAT, nMATand∆ are defined as follows:

(Daily)adMATi =

∑
jMATi,j

n

(Daily)nMATi =

∑
kMATi,k

n

(Daily)∆i = adMATi − nMATi

where i is one specific day, j indicates all 10 min tim-
ings between 00 h and 24 h in day i, k indicates those
10min timings within the 00–05 h and 19–24 h inter-
vals in day i, and n the number of measurements util-
ised in the calculations, 144 for adMAT and 48 for
nMAT. We chose these conservative time intervals to
exclude any measurement acquired during sunlight
hours, since sunrise and sundown occur approxim-
ately at 06 h and 18 h near the equator.

Monthly adMAT, nMAT and ∆ are defined as
follows:

(Monthly)adMATl =

∑
mMATl,m

n

(Monthly)nMATl =

∑
pMATl,p

n

(Monthly)∆l = adMATl − nMATl

where l is one specific month, m indicates all 10 min
timings between 00 h and 24 h in month l, p indicates
those 10 min timings within the 00–05 h and 19–24 h
intervals in month l, and n the number of measure-
ments utilised in each calculation. In calculating daily
and monthly averages, no precautions were taken to
exclude those days/months with an excessive number
of missing observations.

Negative ∆ are excluded from the analysis (see
figure S1 reporting percentages of excluded data for
each TAO buoy).We found that these negative∆ days
are largely associated with low insolation conditions
(not shown). Therefore, given the dependence of the
RHE on solar radiation, the adMAT estimates associ-
ated to negative ∆ are likely to be very close to the
true values. We note that, theoretically, some cases
in which the observed ∆ is positive even though the
true ∆ is negative can occur, which would prevent
the correct estimation of the interval encompassing
the true daily or monthly MAT average using our
methodology. These cases require the true daylight
MAT average to be smaller than the corresponding
true nMAT average with strongly perturbed meteor-
ological conditions during daytime that would lower

MAT during daylight hours and totally damp the
RHE. As a consequence, these cases would be clas-
sified as days with negative ∆ and excluded from
the analysis. However, without independent accur-
ate measurements of MAT, we cannot identify all the
true negative ∆ cases and hence ascertain whether
they are completely excluded from the present ana-
lysis. A comparison between ERA5 hourly air tem-
perature data and TAO MAT data at selected buoy
locations reveals that the percentage of days featur-
ing negative∆ is very similar among the two datasets
and generally larger for TAO. On the other hand, for
monthly estimates almost no such cases are detected
in either dataset (not shown). Therefore, we acknow-
ledge that our results are more robust for monthly
estimates compared to daily estimates, though the lat-
ter still provide useful guidance on the magnitude of
the RHE.

The variation of∆ according to adMAT daily and
monthly estimates is examined through 2D density
plots. Five different quantiles of the ∆ distribution
observed within single adMAT intervals of 0.05 ◦C
are calculated. Selected quantiles are 0.995 (Q0.995),
0.95 (Q0.95), 0.9 (Q0.9), 0.8 (Q0.8). ∆ quantiles are
calculated only for those adMAT intervals contain-
ing at least five values. A relation linking monthly ∆
to adMAT is inferred by fitting different polynomial
regressions up to the 4th order to each selected ∆
quantile using adMAT as predictor. One model for
each ∆ quantile is selected according to the Akaike
Information Criterion (AIC). Spatio-temporal vari-
ations of ∆ are assessed by reporting average, stand-
ard deviation and linear trend of∆ calculated for the
whole time series at each buoy.∆ standard deviations
for the whole TAO array are reported using a min-
max normalisation.

Fh and Fq are estimated using the algorithm pro-
posed by Zeng et al (1998) and developed byWinslow
et al (2016). Fh and Fq are estimated using daily and
monthly adMAT and nMAT, relative humidity (RH),
sea-surface temperature (SST), wind speed and sea-
level pressure (SLP) from the TAO array. RH is cal-
culated through MAT, thus we differentiate adRH
and nRH as for adMAT and nMAT. A constant value
(1013 mb) is used for SLP since observations are not
available at all buoys. Estimates of fluxes using Zeng’s
algorithm and by PMEL (Fairall et al 2003) are com-
pared for few sample buoys in figure S2. ∆Fh and
∆Fq are defined as the difference between the all-
day and night-time estimates of Fh and Fq, respect-
ively. We examine the mean and standard deviation
of ∆Fh and ∆Fq for all TAO buoys. In addition, the
relation between adMAT and heat fluxes is examined
through a 2D density plot of ∆Fq/Fq and ∆Fh/Fh
versus adMAT to see how uncertainties in Fq and Fh
grows in relation to adMAT.

TAO instrumental errors and how these relate
to our analysis are discussed as follows. There are
two sources of error in the TAOMATmeasurements,
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Figure 1.MAT mean diurnal cycles observed from 10 min data in the TAO dataset at selected latitudes, from 8◦ N (a) to 8◦ S (g),
and longitudes, from 95◦ W (blue) to 195◦ E (red). Grey shading represents the mean cycle of 2 min incoming shortwave
radiation of all available TAO data at each specified latitude.

apart from the RHE: (a) general instrumental error;
(b) geophysical noise from high frequency ran-
dom fluctuations in the 10 min data. The instru-
mental error (a) is on the order of 0.1 ◦C and
0.2 ◦C for an individual sensor, depending on
mooring type. Details can be found at www.pmel.
noaa.gov/gtmba/sensor-specifications and in Lake
et al (2003). This error is related to sensor calibration
drift over a year-long deployment. Crucially for our
study, since this instrumental error is related primar-
ily to calibration drift, it will be nearly identical for
adMAT and nMAT over a 24 hour period. So the dif-
ference between these two measures, i.e. ∆, largely
eliminates this noise error, such that at most it should
be an order of magnitude smaller than the error for
an individual sensor. Thus, ∆ estimates greater than

about 0.01 ◦C and 0.02 ◦C will be much more influ-
enced by the RHE than by instrumental errors result-
ing from calibration drift over time. The geophysical
noise based on individual 10 min samples (b) is ran-
dom and so is reduced by temporal/spatial averaging.
Reduction in this noise is one reason for the difference
in the results between themonthly and daily statistics.

3. Results and discussion

3.1. The RHE in the TAO array
Figure 1 displays the MAT mean diurnal cycles for
selected TAO buoys grouped by latitude.

A double-peak evolution is present at every buoy.
MAT starts to warm around 6 h, when solar radi-
ation begins to rise, and reaches its maximum around

4
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Figure 2. (a) and (b) Density scatterplot of daily and monthly nMAT and adMAT averages and relative Pearson correlation
coefficients (Rodgers and Nicewander 1988). Dashed lines represent the 1:1 line indicating maximum correlation. (c) and (d) 2D
kernel density of daily and monthly∆ versus adMAT with empirical distributions of∆. Black lines illustrate three quantiles in
the upper tail of the∆ distribution, based on binning of adMAT values at intervals of 0.05 ◦C. Quantiles are calculated using only
positive∆. Note that negative∆ are excluded from the analysis but are reported for knowledge.

17 h. However, MAT does not rise monotonically: a
period featuring stable or even decreasing temper-
atures occurs between 9 h and 12 h. In the after-
noon, MAT decreases sharply between 17 h and 18 h
and then more regularly until 3 h. Finally, MAT
remains almost stable between 3 h and 6 h. There-
fore, two relative peaks occur throughout the 24 hour
period, one around 8 h and the other around 17 h.
Figure S3 reports a very similar behaviour in PIRATA
and RAMA buoys. The presence of a double-peak
cycle contrasts with the expected occurrence of a
single daily maximum of near-surface air temperat-
ure a few hours after 12 h following from the vary-
ing sun inclination and sharing similarities with the
SST diurnal cycle (Kawai and Wada 2007, Morak-
Bozzo et al 2016). It is instead consistent with the
shape and time of the RHE illustrated by AB1998.
Hence, the GTMBAmeasurements of air temperature

are ubiquitously affected by the RHE. The two MAT
daily peaks are found to be greatest along the equator.
The small variations observed among buoys are likely
due to distinct predominant insolation and wind
conditions, which differently affect the MAT diurnal
cycle. Different positions of the buoys relative to the
boundaries of local time zones may cause the shifts
between mean diurnal cycle observed at different
longitudes.

3.2.∆ assessment in adMAT data
The identification of the RHE motivates an assess-
ment of how it affects daily-mean and monthly-
mean estimates of MAT. The range constraining the
true (unobserved) MAT mean is defined as ∆ and
includes the erroneous adMAT observed value as
upper limit and the nMAT value as lower limit. This
approach is viable as far as ∆ is relatively small
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Figure 3. (a) and (b) Mean (colored points) and standard deviation (circles, radius proportional to standardised std) of daily and
monthly∆ series of TAO buoys. Histograms present the distribution of mean∆ values for all buoys. (c) and (d) Daily and
monthly∆ trend for the TAO buoys. Only significant trends at the 95% confidence level are shown. Histograms show the
distribution of trend values.

so as not to mask the observed adMAT variabil-
ity. Practically, the ratio between mean ∆ and the
adMAT standard deviation must be small. For indi-
vidual buoys in the TAO array, values of this ratio
are all below 0.35 for both daily and monthly data,
the latter typically ranging between 0.05 and 0.20 (see
figure S4).

An almost perfect linear relation exists between
adMAT and nMAT for daily as well as monthly data
from TAO buoys (figures 2(a) and (b)). adMAT val-
ues are slightly above the 1:1 line, revealing that
adMAT averages are often a few tenths of degree
higher than nMAT averages. The 95% of positive ∆
values are confined within the 0 ◦C–0.5 ◦C inter-
val for daily and within the 0 ◦C–0.2 ◦C interval for
monthly estimates (figures 2(c) and (d)). Quantiles
in the upper tail of the ∆ distribution show a dif-
ferent behaviour between daily and monthly values.
For daily estimates, the ∆ distribution conditioned
to adMAT values remains rather constant for adMAT
values below∼24 ◦C, then it substantially enlarges as
adMAT approaches 27 ◦C and 28 ◦C to narrow again
toward the observed warmest adMAT values (see the

Q0.995 and Q0.95 lines in figure 2(c)). Conversely, for
monthly estimates, the rather flat Q0.995 and Q0.95

lines indicate that the ∆ distribution is independent
of adMAT until the latter reaches ∼27 ◦C, where the
∆ distribution progressively enlarges (figure 2(d)).
Monthly data yield almost always positive ∆ val-
ues, indicating that nMAT is a robust lower limit for
the true adMAT value. This allows skillful applica-
tion of simple regression models to estimate an inter-
val encompassing the true values of monthly adMAT
depending on the adMAT estimates themselves. Table
S1 reports the parameters of polynomial regression
models up to the fourth order featuring the low-
est AIC value for each ∆ monthly quantile. Table
S2 reports the AIC values for each fitted model. Fits
are graphically reported in figure S5. Both skill and
order of the regression model increase with the con-
sidered quantile, with amaximum explained variance
of about 28% for Q0.995 obtained from a 4th order
polynomial. Note that using a high quantile to define
the upper threshold for the real adMAT value cor-
responds to setting a very conservative uncertainty
range.
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Figure 4. (a) and (b) Mean (colored points) and standard deviation (circles, radius proportional to standardised std) of monthly
∆Fq (latent heat) and∆Fh (sensible heat) series of TAO buoys. Histograms present the distribution of mean∆Fq and∆Fh
values for all buoys. (c) and (d) 2D kernel density estimates of the monthly ratios∆Fq/Fq and∆Fh/Fh against adMAT. Only
∆Fh/Fh values in the interval [−2;2], i.e. almost the 97% of the total, are used in the 2D density calculation.

3.3.∆ spatio-temporal assessment
Figure 3 reports ∆ mean, standard deviation (std)
and temporal trend for the selected TAO buoys. See
figure S6 for the full ∆ temporal evolution for three
sample buoys.

The mean ∆ values range between 0.12 ◦C and
0.28 ◦C for daily estimates and between 0.07 ◦C
and 0.16 ◦C for monthly estimates, confirming that
monthly ∆ values are generally smaller than daily
ones. Daily ∆ means and standard deviations are
smaller in the central and south-eastern equatorial
Pacific and higher in the western and northernmost
portion of the TAO array. This pattern corresponds
well with the spatial distribution of mean rainfall and
wind speed in the tropical Pacific, the former with
higher values in the western Pacific, the Intertrop-
ical Convergence Zone and the South Pacific Conver-
gence Zone, the latter with larger velocities concen-
trated in the central and southern Pacific (see figure
S7). In contrast, monthly ∆ statistics vary without a
clear large-scale spatial pattern, except for largermean
values along the equator and smaller values in the
northernmost portion of the array.∆ trends encom-
pass positive and negative values, and do not dis-
play spatial patterns clearly linked to known large-
scale phenomena in the area (figures 3(c) and (d)).
In contrast to ∆ mean and standard deviation, ∆

trend yields similar results for daily andmonthly data.
Toward the goal of using ∆ to constrain the range
of true adMAT values, ∆ trends, although signific-
ant in many buoys, are one order of magnitude smal-
ler than the corresponding mean values (see figure 2)
and appear to be non-systematic. Thus, ∆ does not
vary significantly through time in the TAO data-
set, suggesting that no physical process beyond the
RHE affects the difference between the all-day and
night-time estimates. We conclude that our statist-
ical models linking the RHE to the adMAT are reli-
able throughout the analyzed period. Moreover, ∆
trends are at least one order of magnitude smaller
than adMAT trend estimates (see figure S8), thus sug-
gesting that ∆ do not significantly influence MAT
long-term trends.

3.4. RHE and heat flux estimates
We examine how ∆ affects the daily (figure S9) and
monthly (figure 4) estimates of local sensible and lat-
ent heat surface fluxes.

Figure 4 shows that the mean values of ∆Fq and
∆Fh calculated using monthly estimates of adMAT
and nMAT span similar ranges, which never exceed
1.8 W m−2 for both variables. Conversely, when
daily estimates of adMAT and nMAT are used, ∆Fq
and ∆Fh reach 6.0 and 2.4 W m−2, respectively.
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The geographical pattern of the monthly ∆Fh mean
resembles that of ∆ reported in figure 3(a), sug-
gesting that Fh depends on MAT more than Fq as
one might expect. Figures 4(c) and (d) illustrate the
relative magnitude of monthly ∆Fq and ∆Fh com-
pared to the Fq and Fh estimates, respectively, for all
buoys. The distribution of ∆Fq is rather symmetric
around zero, with the vast majority of the estimates
between −0.05 and 0.05 and only 1% of the abso-
lute values exceeding 0.065. Therefore, uncertainty in
Fq due to uncertainty in the MAT estimates is gen-
erally negligible compared to the true value of Fq.
Instead, MAT uncertainty leads to larger uncertain-
ties in monthly Fh, with almost 10% of the absolute
estimates greater than 0.7, often broadly exceeding
1.0. However, these large ∆Fh/Fh ratios are mainly
associated to small Fh estimates. Excluding Fh estim-
ates smaller than 2 W m−2 (10% of the total) results
in only the 1.5% of the absolute∆Fh/Fh values being
greater than 0.7. Data indicate a systematic underes-
timation of the true Fh value since Fh estimates are
largely positive (86% of the total estimates) whereas
∆Fh/Fh have predominantly negative values. Com-
pared to monthly estimates, daily estimates present
a similar behaviour even though the relative import-
ance of ∆Fq and ∆Fh are slightly more pronounced
(see figure S9). Across the whole adMAT range, both
daily and monthly relative magnitudes of ∆Fq are
much more uniform compared to Fh.

4. Conclusions

Daytime MAT measurements acquired with natur-
ally ventilated shields instruments are affected by an
error due to radiative heating. The RHE reshapes the
diurnal MAT cycle by adding spurious warming for
low angles of incoming solar radiation that yields a
double-peaked daily MAT cycle, a feature shared by
all GTMBA buoys gathering 10min data. An accurate
quantification of the RHE requires comparing nat-
urally ventilated shield observations against a paral-
lel set of truthful MAT measurements. This is not
possible for currently available MAT data. To over-
come this limitation, a simple approach to determine
the range of daily- and monthly-mean values encom-
passing the real MAT average value for the TAO array
is proposed. Under the assumption that the RHE
does not affect observations from 19 h to 5 h local
time and the average of all-day observations be larger
than that of night-time observations, the true average
value is enclosed within the interval [mean(nMAT),
mean(adMAT)] of modulus equal to∆.

We found that this interval, based on the 95-
percentile range of data, is always smaller than 0.5 ◦C
for the daily and 0.2 ◦C for the monthly estimates.
Given the dependency of ∆ on adMAT, regression
models with different accuracies are provided as a
simple way to evaluate the uncertainty of past adMAT
monthly estimates. Our methodology will incorrectly

estimate ∆ when the observed value is positive but
the true value is negative. However, we are confid-
ent that the vast majority of cases with a true negat-
ive∆ correspond to those with an observed negative
∆, which we have excluded from the main analysis.
Still, our methodology is more robust for monthly
estimates compared to daily estimates because of this
uncertainty.

The trend analysis of ∆ reveals no significant or
very small changes in time, suggesting that our stat-
istical models are robust throughout the period of
study and that ∆ does not influence MAT long-term
trends. The uncertainty in MAT values propagates
differently into surface sensible and latent heat fluxes.
Differences between all-day and night-time monthly
estimates of latent heat fluxes are generally small (less
than 7% for most of the estimates), while differences
increase for the sensible heat fluxes (over 70% for 10%
of estimates). Fortunately, sensible heat fluxes are
generally smaller than latent heat fluxes in the tropics,
though the relative errors are still potentially signific-
ant in terms of coupled ocean-atmosphere processes.

Our analysis has focused on MAT data collec-
ted from moored buoys of the TAO array in the
Pacific Ocean. However, as noted in the introduction,
PIRATAmoorings in the tropical Atlantic and RAMA
moorings in the tropical IndianOcean are of a similar
design with instrumentation identical to that used in
TAO. Thus, the key results of this study will apply to
moored MAT data collected in PIRATA and RAMA
even though not explicitly included in our analysis.
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