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We congratulate the authors for their excellent research which leaded to the development
of a new statistical method for model comparison. The procedure is computationally
fast and can be applied in a variety of settings ranging from mixture models to variable
selection in regression frameworks.

Pseudo Bayesian model averaging and reference pseudo

Bayesian model averaging

The authors mentioned the contribution by Li and Dunson (2016) as a possible alterna-
tive for weighting competing models. In this discussion, we present a small simulation
study comparing the performance of the pseudo Bayesian model averaging (Pseudo-
BMA) introduced in Section 3.4 with the performance of the reference pseudo Bayesian

model averaging (Reference-Pseudo-BMA), mentioned in Section 2, and based on K̃L2,
as in Li and Dunson (2016).

The data are generated from the following model: Yi|xi ∼ e−2xiN (y|x, 0.1) + (1 −
e−2xi)N(y|x4, 0.1), Xi ∼ U(0, 1), i = 1, . . . , N . We estimated K = 5 different linear
regression models, where model Mk is defined as: Yi|xi = βkx

k + εi, εi ∼ N(0, 0.1),
βk ∼ N(0, 10) and σ ∼ Ga(0.1, 0.1).

Reference-Pseudo-BMA requires the preliminary estimation of the predictive den-
sity via a Bayesian nonparametric approach, which we computed by using a weight
dependent Dirichlet process prior for the estimation of a fully nonparametric Bayesian
density regression (Müller et al., 2013, ch. 4).

We run 100 simulations for each different value of the sample size in the grid
N ∈ {5, 10, 20, 30, 40, 50} and for each N we computed the mean log-predictive den-
sities of the two combination methods. The results are shown in Figure 1, which plots
the posterior log-predictive density (averaged over simulations) for each value of the
sample size, for the two cases. As expected, the Pseudo-BMA performs better than the
Reference-Pseudo-BMA, and the difference of performance decreases with N .

For one of the previously run simulations (similar results were found in the other
cases), Figure 2 shows the true conditional density p(y|x) (red curve) at some fixed
values of the covariate x together with the predictive densities provided by Pseudo-
BMA (blue) and by Reference-Pseudo-BMA (black), respectively. The unsatisfactory
approximation of the true predictive density is due to the inadequacy of the parametric
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Figure 1: Posterior log-predictive density of model (a) (blue) and model (b) (black), for
different values of the sample size N ∈ {5, 10, 20, 30, 40, 50}.

Figure 2: Conditional densities p(y|x) for several values of x, N = 20. True function
(red), model (b) estimate (black) and model (a) estimate (blue).
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models under comparison, not to the methods used in order to produce stacking. What
is interesting to notice is that despite the different weights computed according to the
two schemes, the combined conditional predictive densities are rather similar for all the
values of the conditioning variable x. This feature has been proved to hold also when
the sample size increases and similar results (not reported here) have been obtained for
different model specifications.

The main insight from this small simulation study is twofold: first, the approach
proposed by the authors outperforms the alternative weighting schemes, both in fitting
and in computational efficiency. Second, the scheme of Li and Dunson (2016) yields
comparable results in terms of conditional density estimation. This might suggest that
coupling Pseudo-BMA and Reference-Pseudo-BMA might be a successful strategy in
those circomstances when leave-one-out or Pareto smoothed importance sampling leave-
one-out cross-validation are suspected to produce unstable results, due to small sample
size or large values of k̂.
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