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The authors are to be congratulated on their excellent intuition, which has culminated in the
development of a quite general approach to consistent scoring of competing forecasting models.
Their approach based on extremal scoring functions is in the spirit of the existing literature and in
particular of the seminal papers of Gneiting and Ranjan (2011) and Gneiting and Ranjan (2013).
We believe that the proposed consistent scoring functions can be applied to achieve new density
calibration and density combination schemes.

Consider the forecast distributions F; and F5 from two predictive models and F' the distribution
of Y. Following the notation used by the authors, one could consider the following map

(975) = D(@,f) = EQ{(SQ,G(Xv Y)) (1)

where X is a point forecast, o a quantile level, # € © C R a threshold parameter and £ € = C RF a
combination/calibration parameter vector. If the parameter £ is indexing a family of distributions
He p (X) = (geo F1)(X), with  + g¢(z) € (0,1) a family of non-decreasing functions with g(0) = 0
and ¢g(1) = 1, then we have a calibration scheme. If £ is indexing the family of distributions
He p 1 (X) = vF1(X) + (1 — v)F5(X) then we obtain a combination scheme. Optimal calibration
and optimal combination can be defined as

0 ggéD(e,g) (2)

As a first example we consider the perfect (solid line) and sign-reversed (dashed-dotted line) fore-
casters given in Tab. 2 of the paper. We assume a beta calibration scheme and let g¢(z) =
B(x; po, (1 — p)¢) be the incomplete beta function with parameters & = (u¢, (1 — p)¢), and
de(0),0 = Z¢(0),o — 1 the quantile of the calibrated sign-reversed model where z¢(9) o = q)_l(gg(é)(a))
and £(0) is a solution of Eq. 2. Then the Murphy diagram of the calibrated model is D(6) =
—a®(ge(p),0 — 0) + a1l - ®(0/v2)) + ffif)’a ®(0 — 2)p(z)dz and is given in Fig. 1 As a second
example we consider two biased forecasters F} and F, with distribution N(—1,1) and N(2,2), re-
spectively, and use the extremal scoring rule to find the optimal combination. The Murphy diagram
of the optimal predictive pooling model is D(#) = —a®(0/+/(2)) + (1 — I(qe0)y,0 > 0) +1(qe(9),0 >
0)®(0/+/(2)) (see Fig. 2), where g¢ , is the a-quantile of v®(q + 1) + (1 — v)®((g — 2)/v/2).

In their paper, the authors sketch a number of possible extensions. We recommend as further
exciting and stimulating research line the use of consistent scoring functions for model combination
and/or model calibration with the aim to improve upon Mitchell and Hall (2005), Hall and Mitchell
(2007), Geweke and Amisano (2010), Geweke and Amisano (2011), Billio et al. (2013), Fawcett et al.
(2015). We are therefore very pleased to be able to propose the vote of thanks to the authors for
their work.
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Figure 1: Murphy diagrams for a = 0.9 (left) and o = 0.8 (right), for the perfect (solid line) and
sign-reversed (dashed-dotted line) forecasters given in Tab. 2 of the paper, and for the calibrated
forecaster obtained by applying a beta calibration function to the sign-reversed forecaster (red

dashed line).
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Figure 2: Murphy diagrams for o = 0.9 (left) and o = 0.8 (right), for the perfect (solid line), biased
(dashed-dotted and dotted lines), and combined (red dashed line) forecasters.
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