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Abstract. High Dynamic Range (HDR) imaging techniques aim to in-
crease the range of luminance values captured from a scene. The litera-
ture counts many approaches to get HDR images out of low-range camera
sensors, however most of them rely on multiple acquisitions producing
ghosting effects when moving objects are present.

In this paper we propose a novel HDR reconstruction method exploiting
stereo Polarimetric Filter Array (PFA) cameras to simultaneously cap-
ture the scene with different polarized filters, producing intensity atten-
uations that can be related to the light polarization state. An additional
linear polarizer is mounted in front of one of the two cameras, raising
the degree of polarization of rays captured by the sensor. This leads to a
larger attenuation range between channels regardless the scene lighting
condition. By merging the data acquired by the two cameras, we can
compute the actual light attenuation observed by a pixel at each channel
and derive an equivalent exposure time, producing a HDR picture from
a single polarimetric shot. The proposed technique results comparable
to classic HDR approaches using multiple exposures, with the advantage
of being a one-shot method.
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1 Introduction

The majority of modern digital cameras limit their capability to record the
captured scene irradiance to 8 bit per channel. This translates in a significant
weakness when acquiring high-contrast pictures, as some areas are going to be
over or under saturated regardless the exposure time. Computational photogra-
phy counts several techniques to recover High Dynamic Range (HDR) images,
allowing for a better image visualisation and synthesis, as well as post-processing
operations [18]. Classical approaches recover HDR scenes with standard camera
sensors by merging multiple pictures taken with different exposure times [5, 19].
This limits their applicability to static scenes because moving subjects likely ex-
hibit ghosting effects that must be properly accounted [23, 11]. Such limitation
is not present in single-image approaches, but in this case obtaining an extended
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dynamic range is more challenging [2, 3]. The recent advancement of learning-
based methods allowed data-driven formulations of HDR reconstruction, usually
exploiting the capabilities of Convolutional Neural Networks (CNNs). For ex-
ample, Kalantari et al. [10] propose to reconstruct the HDR scene from a set of
three exposures with moving subjects, while [15, 7] synthesise a set of images with
different exposures starting from a single Low Dynamic Range (LDR) picture,
recovering the HDR image in a standard way. Other alternative methods are
based on encoder-decoder network architecture to recover the HDR image from
saturated image regions [6, 30]. Finally, recent works as [25, 1, 16, 17, 12] propose
alternative pipelines or architectures to extract missing information from LDR
images and recover the original scene features.

In this work we propose a novel method to recover HDR images with a single
shot with two Polarimetric Filter Array (PFA) cameras. A PFA camera mounts
micro-polarizers at predefined orientations (0◦, 45◦, 90◦ and 135◦) per macro-
pixel, and thus allow the recovering of the polarization properties of incoming
light. Since the polarization state is related to the features of the acquired scene,
several applications are specifically designed to work with PFA sensors [22, 32,
31]. When placed in front of a camera, a linear polarizer attenuates the incoming
light intensity according to the ray polarization state. Such effect is exploited
to recover both angle and degree of polarization for each macro-pixel (see §2),
but visually the intensity observed at each channel appears like an exposure time
reduction. Our method is built upon this observation and is inspired by the work
presented by Wu et al. [29]. Indeed, it is the first one proposing to use polariza-
tion properties of light to increase the dynamic range of their imaging system.
Their major contribution is connecting light polarization state with virtual (or
equivalent) exposure times, with an additional advantage of performing HDR
reconstruction in a pixel-dependent way. Unfortunately, the resulting dynamic
range depends on the Degree of Linear Polarization (DoLP) of the scene. Since
the majority of real-world scenes are scarcely polarized, their technique is not
as effective as taking multiple shots with an arbitrarily broad range of exposure
times. To overcome such drawback, we propose a model that employs two PFA
cameras capturing the scene at the same time as in a typical stereo steup, one
of the two mounting an additional polarizer in front of the lens. Such additional
filter allows the camera to receive exclusively highly polarized light, translating
in a high dynamic range for the different channels, independently from the ac-
tual scene polarization. The actual angle and degree of polarization of the scene
are recorded by the secondary camera (with no additional filter) and mapped
into the image plane of the main camera. We propose a model to connect the
values observed by the two cameras, so that we can recover the equivalent ex-
posure times coherently with the original scene and the intensities observed by
the main camera. Moreover, we propose a robust Stokes parameter estimation
aimed at recovering missing values for over or under-saturated channels exploit-
ing the redundancy of the camera filter angles. Experimental results show that
our method offers a better HDR reconstruction with respect to the single camera
setup, providing an image quality comparable with state-of-the-art techniques.
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2 Polarimetric HDR

Together with amplitude and frequency, polarization is a property that is com-
mon to all type of vector waves. Being electromagnetic in nature, light makes no
exception on this. Interestingly, such vector field consists of only two transverse
components Ex, Ey, perpendicular to each other, that could be chosen for con-
venience to propagate in the z direction. This allows the complete description
of E in terms of 4 scalar quantities called the Stokes polarization parameters(
S0 S1 S2 S3

)
[9]. In this model, S0 is the total intensity of the light, as we

commonly capture with digital grayscale cameras. S1 and S2 express the linear
polarization with respect to two reference frames mutually tilted by 45◦. Finally,
S3 quantifies the amount of left-right circular polarization of the beam.
As a consequence of the Schwarz’s inequality, Stokes parameter are related by
the following formula:

S2
0 ≥ S2

1 + S2
2 + S2

3 (1)

showing that the total amount of light radiation S0 is generally composed by a
mixture of polarized (either linear and circular) and unpolarized light. In partic-
ular, when light is fully polarized Eq.1 becomes an equality, and when is fully
unpolarized, the right-hand side is zero [9].

Stokes parameters are ubiquitous in their usage because they are directly
measurable using two optical elements: retarders and polarizers. The former
produces a phase-shift between Ex and Ey whereas the latter filters everything
except the light radiation aligned with a certain transmission axis. This is ex-
ploited in PFA cameras to extract the first 3 Stokes parameters similar to how
colour cameras use Bayer filter to recover light frequency. Pixels are masked with
a repeated pattern of linear polarizers oriented at 0◦, 45◦, 90◦, and 135◦ wrt. the
horizontal direction of the image. When properly demosaiced [20], we obtain
four images I0, I45, I90, I135 grouping all the pixels with a certain polarizer ori-
entation. From that, the first three Stokes parameters are simply computed as
follows:

S0 = I0 + I90 = I45 + I135 (2)

S1 = I0 − I90 (3)

S2 = I45 − I135. (4)

Unfortunately, S3 cannot be obtained without a retarder, but circular polariza-
tion is relatively rare in nature [4]. Therefore, many applications simply assume
that light is only composed by either unpolarized or linearly polarized light with
a certain angle. To physically describe this behaviour, the Degree of Linear Po-
larization (DoLP) and the Angle of Linear Polarization (AoLP) are computed
from Stokes parameters as:

DoLP =

√
S2
1 + S2

2

S0
, AoLP =

1

2
arctan

S2

S1
. (5)
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Îf
<latexit sha1_base64="TgQXJLVwWWUf1NAwwbDnHdBoCTo=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPBS71VsB/ShrLZbtqlu0nYnQgl9Fd48aCIV3+ON/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUM95ksYx1J6CGSxHxJgqUvJNoTlUgeTsY38789hPXRsTRA04S7is6jEQoGEUrPfZGFLO7aV/0yxW36s5BVomXkwrkaPTLX71BzFLFI2SSGtP13AT9jGoUTPJpqZcanlA2pkPetTSiihs/mx88JWdWGZAw1rYiJHP190RGlTETFdhORXFklr2Z+J/XTTG88TMRJSnyiC0WhakkGJPZ92QgNGcoJ5ZQpoW9lbAR1ZShzahkQ/CWX14lrYuqd1W9vL+s1Op5HEU4gVM4Bw+uoQZ1aEATGCh4hld4c7Tz4rw7H4vWgpPPHMMfOJ8/7LGQhQ==</latexit>

Îi

Fig. 1. Our proposed HDR imaging device: two linear polarizers are placed in the
optical path from scene to sensor. The innermost is part of the PFA camera and
oriented at a fixed angle αi ∈ {0, π4 ,

π
2
, 3π

4
}, following the array pattern arrangement.

The other one is placed outside the lenses and can be freely oriented with an angle αf
with respect to the camera horizontal axis x. The relative rotation of the two allows us
to adjust the dynamic range of the system regardless the scene DoLP D and AoLP θ.

2.1 The proposed acquisition model

Let the image irradiance Î be the amount of energy flowing from the scene to
the sensor. When an (ideal) linear polarizer is placed in front of the sensor, as
in a PFA camera, the irradiance is attenuated as follows:

Î ′ =
1

2
Î
(
1 +D cos(2θ − 2α)

)
(6)

where D and θ are the DoLP and AoLP of the light entering the filter, and α is
the orientation of the filter with respect to the camera horizontal axis. As we will
see later, this attenuation has the same effect of reducing the the camera shutter
speed (darkening the image) so it can be used as in classical HDR imaging.

From Eq.6 it is easy to note that the attenuation varies with the relative
difference between the incoming AoLP and filter orientation α. Î ′ is maximum
when θ ∼= α( mod π) and minimum when θ ∼= α + π

2 ( mod π). The ratio be-

tween Î ′max and Î ′min (i.e. the dynamic range of the system) depends on the
amount of linear polarization D of the light. Unfortunately, in a typical scene
without a massive amount of specular reflections, the DoLP is low and inversely
proportional to the surface’s albedo due to the so-called Umov’s effect [27, 14].
So, regardless the filters orientation, an HDR system using a built-in PFA is not
particularly effective, because bright objects (the ones requiring a greater extent
in filter attenuation) are characterized by a DoLP� 1.

Our idea is to use an additional linear polarizer, as sketched in Figure 1. In
this way, light rays with intensity Î, DoLP D, and AoLP θ are attenuated by
two filters before being measured by the sensor. The first filter is placed in front
of the camera lens and can be freely oriented with an angle αf . The resulting

intensity Îf is modelled by Eq.6 as:

Îf =
1

2
Î
(
1 +D cos(2θ − 2αf )

)
(7)

The DoLP and AoLP after the filter should ideally be Df = 1 and θf = αf ,
respectively. However, since the front polarizer is not perfect, we assume a certain
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variability on that and model them explicitly. Then, light rays reach a second
filter embedded in the camera’s PFA. Depending on the pixel, such filter can
assume only 4 possible angles αi (0 ≤ i ≤ 3), where α0 = 0, α1 = π

4 , α2 = π
2 ,

α3 = 3π
4 . By substituting Eq.7 into Eq.6 we can model the irradiance Îi after

the combination of both the filters:

Îi =
1

4
Î
(
1 +D cos(2θ − 2αf )

)(
1 +Df cos(2θf − 2αi)

)
. (8)

For the so called reciprocity property [5], the actual intensity values captured
by the camera Ii are related to irradiance Îi and exposure time tc through g(Ii) =
Îitc, where g() is the Inverse Camera Response Function (ICRF). Algebraically,
we can substitute the product Îitc with Îti where:

ti =
1

4
tc
(
1 +D cos(2θ − 2αf )

)(
1 +Df cos(2θf − 2αi)

)
. (9)

In other words, the four images Î0, . . . , Î3 obtained by rotating the internal
polarizer are de-facto identical to the four images that would be obtained without
the filter but by changing the exposure time according to Eq.9. We call t0 . . . t3
equivalent exposure times.

2.2 HDR imaging procedure

The equivalent exposure times for each pixel depends by the interplay between
αf , αi and the scene polarization state D, θ. However, D and θ cannot be ob-
served with our two-filter configuration because the external filter masks the full
scene polarization to the internal one used for measuring. Therefore, we propose
to use a second PFA camera (without any additional filter) to map the scene
DoLP and AoLP to the former image.

The whole procedure can be summarized as follows:

1. Two PFA cameras are mounted side-by-side like in a typical stereo configu-
ration, with a minimal baseline and hardware trigger to ensure that images
are captured at the same time. Let Cam0 be the one with an additional
linear polarizer attached in front of the lenses and Cam1 the other.

2. A picture is taken with both cameras at the same time. Let tc be the Cam0
shutter speed. Cam1 shutter speed is not important as long as the image is
exposed as good as possible1.

3. Both the images are demosaiced to obtain I00 , I
0
45, I

0
90, I

0
135 and I10 , I

1
45, I

1
90, I

1
135

(subscript denote CCD filter orientation, superscript the camera number,
and images are assumed to be normalized in 0 . . . 1 range after applying the
ICRF estimated a-priori). The first three Stokes parameters are computed
using Eq. 2, 3, 4.

4. Optical flow f mapping pixels from Cam1 to Cam0 is computed from S0
0

and S1
0 as described in [8].

1 Considering that we are acquiring a scene with a high dynamic range, it will be
unavoidable to over- or under-expose some areas.
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Fig. 2. Numerical examples of the equivalent exposure times (top) and dynamic range
(bottom) for ideal scenes with a constant DoLP D = 0.2 (first column) and D = 0.8
(right column) varying the external filter angle αf .

5. Scene DoLP and AoLP are computed from the Stokes parameters of Cam1
(S1

0 , S
1
1 , S

1
2) using Eq. 5. The resulting images are warped with f to obtain

D and θ as it would have been observed from Cam0.
6. Df and θf are computed from the Cam0 Stokes parameters using Eq. 5.
7. The equivalent exposure times t0, t1, t2, t3 of I10 , I

1
45, I

1
90, I

1
135 are computed

as in Eq. 9. Note that, unlike typical HDR techniques, exposure times are
computed per-pixel as they depend on light polarization state that vary along
the image.

The result is a set of 4 images I10 , I
1
45, I

1
90, I

1
135 as it would be obtained by brack-

eting the real shutter speed at times t0 . . . t3. Albeit any method can be chosen at
this point to obtain the final HDR image, we use [5] for its simplicity and overall
quality. It is essentially based on averaging each image with a Gaussian weight

w(l) = exp
(
− (l−0.5)2

2σ2

)
giving more importance to irradiance values closer to

the middle of the response function2. The final HDR image is thus:

IHDR =
w(I10 )

I10
t0

+ w(I145)
I145
t1

+ w(I190)
I190
t2

+ w(I1135)
I1135
t3

w(I10 ) + w(I145) + w(I190) + w(I1135)
. (10)

By manually rotating the external filter (i.e. varying the angle αf ) the dy-
namic range of the acquisition system can be adjusted to match the imaged
scene. In Fig. 2 we show how the equivalent exposure times, computed as in
Eq. 9, vary depending on αf . If the scene is mostly unpolarized (first column),
tmin and tmax will be loosely affected by the external filter angle. On the contrary,
if the scene is polarized, the absolute range of equivalent times will be smaller
when the filter is orthogonal to the scene AoLP. In both the cases, the dynamic
range DR = 20 log 255 tmax

tmin
vary from a minimum of ≈ 61 dB to a maximum of

≈ 74 dB (considering 8 bits per pixel images) regardless the actual scene polar-
ization. In particular, when αf is aligned with any αi, we observe the maximum

2 We empirically observed that σ = 0.2 usually gives satisfactory results.
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DR and two out of the four images will have an equivalent exposure time equal
to 0.5(tmax + tmin). When αf is in between two αi (for example αf = π

8 ) we
get the minimum dynamic range and all equivalent exposure times are equal to
either tmin or tmax. The important thing to notice is that such behaviour is inde-
pendent by the actual scene polarization state. Indeed, the DR is only affected
by: (i) the external filter angle αf and (ii) the ability of the external filter to
block all the unpolarized light (ie. the DoLP Df of light exiting the filter). This
flexibility is the main advantage of our proposed method.

2.3 Robust estimation of Stokes parameters

The accuracy of D and θ is crucial to compute the equivalent exposure times
especially when αi and αf are almost aligned. Certainly, camera thermal noise
and quantization affect the computation of Stokes parameters but many works
in the literature, dealing with polarization imaging, simply ignore this aspect.
We propose here a simple procedure to improve S0, S1, S2 by assuming that each
pixel of I0, I45, I90, I135 is perturbed by zero-mean additive Gaussian noise before
being clipped to range 0 . . . 1.

By observing Eq. 2 we see that our four channel (noisy) polarized image
ĪP = (Ī0, Ī45, Ī90, Ī135)T is an over-parametrization over the Stokes parameters.
Indeed, since:

I0 + I90 = I45 + I135 (11)

we can recover any of the four channels by knowing the other three. So, we start
by cleaning the acquired images to recover pixels in ĪP where exactly one of the
four channels are either under- or over-exposed.

If all the channels are in the proper range, we consider each pixel p as a vector
of four Gaussian distributed random variables Īk(p) = Ik(p) + ε, ε ∼ N(0, σk,p)
and use a Maximum Likelihood approach to find the best value of Ik(p) such
that Eq. 11 holds. In practice this boils down in solving, for each pixel p, the
constrained least squares:

argmin

xp=
(
I0(p) I45(p) I90(p) I135(p)

)T

‖x(p)− ĪP(p)‖2

s.t. Cx = 0

(12)

where C =
(
1 −1 1 −1

)
. Using the KKT conditions, the analytical optimal

solution is given by:
I0(p)
I45(p)
I90(p)
I135(p)

 =


k1 k2 −k2 k2
k2 k1 k2 −k2
−k2 k2 k1 k2
k2 −k2 k2 k1



Ī0(p)
Ī45(p)
Ī90(p)
Ī135(p)

 (13)

with coefficients k1 = 0.75 and k2 = 0.25.
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Fig. 3. Left: polarimetric stereo setup (right camera with additional filter on). Center
and right: histograms of DoLP distribution for both cameras in our dataset.

3 Experimental Section

In this section we first describe the acquisition process we adopted to compute
ground truth images with the proposed setup. Then, we compare the proposed
HDR reconstruction technique with state-of-the-art algorithmic and learning-
based methods using standard and polarimetric cameras.

An HDR polarimetric dataset was acquired using two FLIR Blackfly mono-
chrome Polarization cameras, mounting a Sony IMX250MZR sensor providing
PFA mosaiced images of size 2448× 2048 pixels. ICRF was estimated as in [21]
and applied to every captured image. The two cameras were mounted on a solid
frame with a minimal baseline (see Fig. 3, left), and connected via an hardware
trigger so that pictures are acquired simultaneously. As required by our method,
an additional external linear polarizer was added to the right camera only, ori-
ented with an angle of ≈ 15◦ wrt. the camera horizontal axis. For each scene, we
first took 30 stereo shots with increasing exposure time, then we removed the
additional filter and took another set of 30 pictures.

Note that (i) exposure values were set according to the scene and accounting
for the external filter attenuation, i.e. the ith intensity image of each set exhibits
the same average intensity with and without the filter; (ii) one set of 30 acquisi-
tions takes around half a second and the filter removal is fast (∼ 1s). Therefore,
the captured scene was essentially unchanged with and without the filter. For
each scene, the HDR Ground Truth (GT) was computed by applying [5] to the
intensities obtained from the camera with no additional filter. We acquired a
total of 20 challenging HDR scenes, both outdoor and indoor.

Table 1. Comparison between HDR methods with Reinhard tone mapping [24] applied.

Method Best PSNR (dB) PSNR (dB) Best MSSIM ×10−1 MSSIM ×10−1

Our 26.1946 ± 3.5419 20.8537 ± 4.8464 9.8187 ± 0.1881 9.4217 ± 1.0714
Wu et al. [29] 24.5501 ± 3.1613 19.5490 ± 4.7051 9.7739 ± 0.2428 9.3361 ± 1.1289
HDRCNN 14.3141 ± 1.1944 11.9532 ± 2.3152 7.7141 ± 1.3194 5.9161 ± 2.1367
Deep-HDR 14.8922 ± 1.3342 12.3500 ± 2.5288 7.8611 ± 1.3488 5.9814 ± 2.1720
Two-stage-HDR 19.1025 ± 1.6915 14.4062 ± 3.1722 9.5515 ± 0.2924 8.6506 ± 1.3224
KO 14.1248 ± 1.6047 12.2216 ± 1.8131 5.5661 ± 1.3923 4.4925 ± 1.6370
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Fig. 4. PSNR (left) and MSSIM (right) for same scene varying exposure times.

3.1 Comparisons

We compared our method with state-of-the-art techniques performing HDR
imaging from a single shot. The most similar work proposed in the literature
is Wu et al. [29], where HDR is performed using a single PFA camera. We also
compared with an inverse tone mapping technique described in [13] (KO from
now on) which estimates HDR from a single image. Moreover, we considered
three recent learning-based methods namely: HDRCNN [6], Two-stage-HDR [1]
and Deep-HDR [26]. These methods are not designed for polarimetric cameras
but perform HDR from a single intensity image.

For our method we applied the procedure described in §2.2 (i.e. considering
data from both the cameras), while for Wu et al. we only used the polarimetric
images captured from the camera with no external filter. Finally, for all the
other methods we gave as input demosaiced intensity-only images, simulating a
regular grayscale acquisition.

Output HDR images are evaluated against the GT according to their Peak
Signal-to-Noise Ratio (PSNR) and Multi-Scale Structural SIMilarity (MSSIM)
[28]. Results are listed in Table 1. Best PSNR and best MSSIM columns corre-
spond to average of the best value achieved for each scene among all exposures,
while PSNR and MSSIM are average of values computed on all exposures. Our
proposed technique produced significantly improved PSNR and MSSIM as com-
pared to other techniques. As expected, Wu et al. exhibits the second best result
since it is the only other method taking full advantage of polarimetric infor-
mation. However, the majority of pixels in the acquired scenes exhibit a DoLP
ranging from 0 to 0.2 (See Fig. 3, center) so Wu et.al still suffers a limited extent
of equivalent exposure times. On the other hand, adding the external linear po-
larizer significantly increase the DoLP (Fig. 3, right) thus increasing the dynamic
range of the acquisition device.

Since all the approaches use a single-shot to produce the output HDR, it
is important to assess how much a correct exposure of the acquired image is
critical for the final result. To evaluate this, we plotted in Fig. 4 the resulting
PSNR (left) and MSSIM (right) for the same scene varying the exposure time.
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GT Our Wu et al. [29] Two-stage-HDR

Fig. 5. Qualitative analysis of HDR reconstruction methods. Rows 2 and 4 show a
zoomed in patch of scenes shown in 1 and 3 respectively.

All the curves are mostly bell-shaped, showing how there exists a single optimal
exposure time maximizing the quality of the resulting HDR image. However,
our method is far less sensitive to that (see for example the PSNR plot on the
left) where a broad range of exposure times ranging from 6 to 15 ms equally
result in a PSNR above 22. In any case, our solution consistently outperforms
other techniques demonstrating its versatility in situations where it is not trivial
to choose a good exposure time for a certain scene. Finally, Fig. 5 shows some
selected examples to qualitatively compare various methods.

4 Conclusions

In this paper we proposed a novel HDR reconstruction technique based on a pair
of PFA cameras in which one of the two mounts an additional linear polarizer
in front of the lenses. We derived the imaging model for the whole system and
showed that the range of equivalent exposure times is much wider than using
a single camera as previously proposed by Wu et al. Experiments demonstrate
how the new method outperforms state-of-the-art single shot HDR techniques,
including recent Deep Learning approaches.
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