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Preface  
  
This book collects the abstracts and short papers presented at CLADAG 2023, the 
14th Scientific Meeting of the Classification and Data Analysis Group (CLADAG) of the 
Italian Statistical Society (SIS). The meeting has been organized by the Department of 
Economics and Statistics of the University of Salerno, under the auspices of the Uni-
versity of Salerno, the SIS and the International Federation of Classification Societies 
(IFCS).   
 
CLADAG is a member of the IFCS, a federation of national, regional, and linguistically-
based classification societies. It is a non-profit, non-political scientific organization, 
whose aims are to further classification research.  Every two years, CLADAG organizes 
a scientific meeting, devoted to the presentation of theoretical and applied papers on 
classification and related methods of data analysis in the broad sense. This includes 
advanced methodological research in multivariate statistics, mathematical and statis-
tical investigations, survey papers on the state of the art, real case studies, papers on 
numerical and algorithmic aspects, applications in special fields of interest, and the 
interface between classification and data science.  The conference aims at encour-
aging the interchange of ideas in the above-mentioned fields of research, as well as 
the dissemination of new findings. CLADAG conferences, initiated in 1997 in Pescara 
(Italy), were soon considered as an attractive information exchange market and be-
came an important meeting point for people interested in classification and data analy-
sis. A selection of the presented papers is regularly published in (post-conference) 
proceedings, typically by Springer Verlag.   
 
The Scientific Committee of CLADAG 2023 conceived the Keynote Sessions to provide 
a fresh perspective on the state of the art of knowledge and research in the field. The 
scientific program of CLADAG 2023 is particularly rich. All in all, it comprises 5 Keynote 
Lectures, 31 Invited Sessions promoted by the members of the Scientific Program 
Committee, and 27 Contributed Sessions. We thank all the session organizers for in-
viting renowned speakers, coming from many different countries. We are greatly in-
debted to the referees, for the time spent in a careful review of the abstracts and short 
papers collected in this book. Special thanks are finally due to the members of the 
Local Organizing Committee and all the people who collaborated for CLADAG 2023. 
Last but not least, we thank all the authors and participants, without whom the con-
ference would not have been possible. 
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ABSTRACT: Nowadays, the availability of a huge amount of data produced by a wide
range of new technologies is increasing. However, data obtainable from these sources
are often the result of a non-probability sampling process. We propose a method to
reduce the selection bias associated with the big data in the context of Small Area
Estimation. Our approach is based on data integration and it combines a big data
sample and a probability sample. Real data examples are considered in the context
of Italian enterprises sensitiveness towards Sustainable Development Goals and e-
commerce.

KEYWORDS: official statistics, big data, data integration, SDGs, e-commerce.

1 Introduction

For many decades probability surveys have been the standard for producing
official statistics. However, the decline in response rates in probability surveys
associated with the increasing cost of data collection have become big issues
for producing official statistics. Due to technological innovations, over the
past decade, there has been an unprecedented increase in the volume of “new”
data, called big data, which are often the results of non-probability sampling
processes but, at the same time, they offer very rich data sets. Anyway the
“nature” itself of the data, as collected without a probability scheme, opens the
door to possible selection bias, even at domain level.
Although, there is a trend to modernize official statistics through a more ex-
tensive use of big data, making reliable inferences from a non-probability
sample alone is very challenging and a naive use of these data can lead to
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biased estimates as affected by selection bias and measurement error. The
Italian National Statistical Institute has a strategic program of investments on
the use of these new data sources to complement and enrich official statis-
tics. In this context a roadmap document, named “Roadmap for Trusted Smart
Statistics”(RTSS), has been released. This work must be laid in the method-
ological action of the RTSS related to quality improvement by reducing non-
representativeness of Big Data sources at survey unplanned domain level.

2 Notation

We consider a population U of size N divided into m non-overlapping subsets
Ui of size Ni, i = 1, . . . ,m. Let yi j denote the value of the target variable for
the unit j belonging to the area i. A non-probability sample B is available for
the target population, with B ⊂U . We assume that the non-probability sample
is available in each area of interest: Bi is the non-probability sample in the
area i, Bi ⊂Ui. We denote the inclusion indicator in Bi as δi j; in other words,
δi j = 1 if j ∈Bi, δi j = 0 otherwise; therefore NBi =∑Ni

j=1 δi j. The study variable
yi j is observed only when δi j = 1. The non-probability sample contains other
auxiliary variables, denoted by x.

A survey data of size n, denoted by A, is also available; Ai ∈Ui drawn ran-
domly. The survey data do not contain the variable of interest but contain only
the auxiliary variables x. The area-specific samples Ai are available in each
area, but the number of sample units in each area, ni > 0, is limited. Therefore,
the areas of interest can be denoted as “small areas”. In general, an area is
regarded as “small” if the domain-specific sample size is not large enough to
obtain direct estimates with acceptable statistical significance. In these cases,
SAE techniques need to be employed.
In summary, the available data can be denoted by {(yi j,xi j), i∈B} and {(xi j), i∈
A}, and the quantities of interest are the area means Ȳi = N−1

i ∑ j∈Ui yi j, i =
1, . . . ,m. By using B we can estimate Ȳi by:

ȲBi = N−1
Bi ∑

j∈Bi

yi j,

where NBi = ∑Ni
j=1 δi j and yi j is the jth observation in the area i. Because of

the selection bias and the measurement error, the sample mean ȲBi from the
non-probability sample is biased, and it does not represent the target popula-
tion (Kim & Wang, 2019). Therefore, we propose a techniques in order to
make valid inference from big data sources when the aim is to provide reliable
estimates at small area level.
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3 Reducing selection bias in big data: a data integration approach
using SAE methods

We consider a data integration method for combining probability and non-
probability samples in order to reduce the bias which is assisted by unit level
small area model, following the approach of Kim and Wan (2019). We con-
sider the case in which the survey data and the big data are available in each
small area of interest. We also assume that the selection mechanism for the big
data is non-informative :

P(δi j = 1|xi j,yi j;ui) = P(δi j = 1|xi j;ui)

where ui is an area-specific random effect characterizing the between-area
differences in the distribution of yi j given the covariates xi j.

Moreover, we can observe δi j, the big data sample inclusion indicator, from
the sample A. We can use the data {(δi j,xi j)} ∈ Ai to fit a model for the for the
propensity scores P(δi j = 1|xi j) = p(x,λ) in sample B based on the missing at
random. Usually, a logistic regression model for the binary variable δi j can be
used in order to obtain estimators p̂i j in sample B.

In order to take into account the hierarchical structure of the data, we con-
sider the following generalized linear random intercept model for the propen-
sity scores:

p̂i j(λ̂, ûi) = g−1(xT
i jλ̂+ ûi),

where g(·) is a logit link function; λ̂ and ûi are the ML estimates of λ and
ui.

To develop our estimator we suppose that the following working popula-
tion model holds for sample B:

E[yi j|xi j,γi] = µi j = h−1 (xT
i jβ+ γi

)
, (1)

where h(·) is the link function, assumed to be known and invertible, γi is the
area-specific random effect for area i characterizing the between-area differ-
ences in the distribution of yi j given the covariates xi j. It should be noted that
the covariates used here could be different from those used to fit the propensity
model. Model in equation (1) includes three important special cases: the linear
model obtained with h(·) equal to the identity function and yi j is a continuous
variable; logistic generalized linear random intercept model, where h(·) is the
logistic link function and the outcome variable is binomial; the Poisson-log
generalized linear random intercept model where h(·) is the log link function
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and the individual yi j values are taken to be independent Poisson random vari-
able. Using data from the big data sample B, assuming the model is correctly
specified, we obtain an estimator of β̂ which is consistent for β (Rao, 2021).
Then a doubly robust (DR) estimator of the mean is given by:

θ̂EBLUP
i;DR =

1
Ni

{

∑
j∈Bi

1
p̂i j(λ̂, ûi)

(yi j − µ̂i j)+
Ni

ni
∑
j∈Ai

µ̂i j

}
, (2)

where µ̂i j = h−1
(

xi jβ̂+ γ̂i

)
and β̂ and γ̂i are respectively the estimated

regression coefficients and the random effects based on the big data sample.
The estimator in Eq. (2) is DR in the sense that it is consistent if both the

model for propensity scores and the model for the study variable are correctly
specified (Kim & Wang, 2019, Rao, 2021).

4 Real data examples

The proposed methodology has been applied to estimate the proportion of
enterprises sensitive to Sustainable Development Goals (SDGs) of the 2030
Agenda at the provincial level in Italy. The Big Data sample is represented by
the enterprises’ websites accessed due to a web scraping procedure. The prob-
abilistic sample dataset is a sub-sample of the survey “Situazione e prospettive
delle imprese nell’emergenza sanitaria Covid-19” (2020). The target variable
is a binary indicator computed for each enterprise and represents if the enter-
prise is sensitive or not to SDGs. This indicator has been computed through
machine learning methods by analyzing the big data sample and looking for a
set of pre-defined SDGs-related words on each website. Furthermore, an ap-
plication related to the diffusion of e-commerce in Italian companies, using the
same data of the application on sustainability, will be considered.
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Portugal, (e-mail: psilva@ucp.pt)
2 Institute of Statistics and Mathematical Methods in Economics, TU Wien, Vienna,
Austria, (e-mail: peter.filzmoser@tuwien.ac.at )
3 Faculdade de Economia, Universidade do Porto & LIAAD-INESC TEC, Porto, Por-
tugal, (e-mail: mpbrito@fep.up.pt)

ABSTRACT: The classical data representation model is too restrictive when the data
to be analysed are not real numbers but comprise variability. In this talk, we are in-
terested in numerical distributional data, where units are described by histogram or
interval-valued variables. We consider parametric probabilistic models, which are
based on the representation of each distribution by a location measure and interquan-
tile ranges. A multivariate outlier detection method is proposed that makes use of
restricted configurations for the covariance matrix, and is based on a sparse robust
estimator of its inverse. The computations rely on an efficient adaptation of the graph-
ical lasso algorithm. A simulation study puts in evidence the usefulness of the robust
estimates for outlier detection.

KEYWORDS: outliers, robust statistics, distributional data, Mahalanobis distance,
graphical lasso

1 Introduction

Multivariate datasets often include atypical data points known as outliers, i.e.
points that deviate from the main pattern. Outlier detection is important be-
cause outlying data points may reveal nonconforming phenomena and the re-
sults of usual multivariate methods can be heavily influenced by them.

In this paper we address the problem of outlier detection in multivariate
distributional data. Distributional data may result from the aggregation of large
amounts of open/collected/generated data, or may be directly available in a
structured or unstructured form, describing the variability of some features.
In recent years, different approaches have been investigated and methods pro-
posed for the analysis of such data. However, most existing methods rely on
non-parametric descriptive approaches.
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A common approach for multivariate outlier detection measures outlying-
ness by Mahalanobis distances. Given a sample of n observations, a point i is
considered an outlier if its distance D2

µ̂,Θ̂(i) from an appropriate mean estimate,

µ̂, is above a relevant threshold. Here, Θ̂ is an estimate of the precision ma-
trix, Θ = Σ−1, and Σ denotes the population covariance. However, if µ̂ and Θ̂
are chosen to be the classical sample mean vector and inverse covariance ma-
trix, S−1, this procedure is not reliable, as D2

µ̂,Θ̂(i) may be strongly affected by
atypical observations. Furthermore, S−1 has a large sample variability when its
dimension, d, is close to n, and it is is not even computable when d > n. To ad-
dress these issues Öllerer and Croux (Öllerer & Croux, 2015), proposed sparse
precision matrix estimators based on the GLASSO L1-penalized log-likelihood
function (Friedman et al. , 2008).

In this paper we address the problem of outlier detection in distributional
data, combining Öllerer and Croux estimators with a parametric modelling of
distributional data, along the lines of Brito & Duarte Silva, 2012, and
Duarte Silva et al. , 2018.

2 Distributional Variables

Let S = {s1, . . . ,sn}, be the set of n units under analysis. We consider that for
each unit, the descriptive variables are (in general) not constant, but present
variability.

We represent the “values” of a numerical distributional variable by an or-
dered vector of quantiles, always including the minimum and the maximum.
Formally, a numerical distributional variable is defined by an application

Y : S → T
si → Y (si) = (Mini,ψ1i, . . . ,ψqi,Maxi)

Let Y1, . . . ,Yp be the p numerical distributional variables, defined on S.
Here we assume that all variables are represented by the same set of q+ 2
quantiles, and that Mini j < ψ1i j < .. . < ψqi j < Maxi j, 1 ≤ i ≤ n, 1 ≤ j ≤ p
(strict inequalities).

The model consists in representing Yj(si) by

• a central statistic Ci j, typically the Median Medi j or the MidPoint Maxi j+Mini j
2

• the [Min,ψ1[ range: R1i j = ψ1i j −Mini j
• the [ψ1,ψ2[ range: R2i j = ψ2i j −ψ1i j
• . . .
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• the [ψq,Max[ range: Rmi j = Maxi j −ψqi j

Typical cases consist in using the median, or else the midpoint, as central
statistics, and quartiles, or other equally-spaced quantiles.

The proposed model consists in assuming that the joint distribution of the
central statistic C and the logarithms of the ranges R∗

ℓ ,ℓ= 1, . . . ,m, is Gaussian:

(C,R∗
1, . . . ,R

∗
m)∼ N(m+1)p(µ,Σ)

In the most general formulation (configuration 1) we allow for non-zero
correlations among all central statistics and log-ranges; for distributional vari-
ables there are however other cases of interest: the distributional-valued vari-
ables Yj are non-correlated, but for each variable, the central statistic and all
its log-ranges may be correlated among themselves (configuration 2); central
statistics (respectively, log-ranges) of different variables may be correlated, but
no correlation between central statistics and log-ranges is allowed (configura-
tion 3); central statistics (respectively, each log-range) of different variables
may be correlated, but no correlation between central statistics and log-ranges
or between non-corresponding log-ranges is allowed (configuration 4); and,
finally, all central statistics and log-ranges are non-correlated (configuration
5).

3 Outlier Detection of Distributional Data

Let Xi =
[
Ct

i ,R
∗
1i

t , . . . ,R∗
mi

t]t be the d = (m+ 1)p dimensional column vector
comprising all central statistics and log-ranges for si, i = 1, . . . ,n.

The identification of outliers is based on robust Mahalanobis distances,
D2

µ̂,Θ̂(i) = (xi− µ̂)tΘ̂(xi− µ̂) from each data point to a robust location vector, µ̂,
which are then compared with the 97.5% quantile of a chi-squared distribution
with d-degrees of freedom. In our approach we choose as location vector, the
L1 median (Fritz et al. , 2012), which has a break-down point of 0.5 and, given
our Gaussian assumption, is a robust estimator of µ.

Following Öllerer and Croux (2015) we estimate Θ = Σ−1 by

Θ̂ = argmaxΘ∈ϑ logdet(Θ)− tr(Σ̂Θ)−ρ
d

∑
j,k=1

|(Θ) jk| (1)

where ϑ := {Θ ∈Rd×d : Θ ≻ 0} is the space of d-dimensional positive-definite
matrices, Σ̂ is a robust covariance estimate, and ρ a regularization parameter.

For each covariance configuration, we set the null elements of Σ to zero in
its initial Σ̂ estimate, and for the remaining elements we use the formula
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