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In this paper, we study a frequentist approach to belief updating in the framework of Dempster-

Shafer Theory (DST). We propose several mechanisms that allow the gathering of possibly 
ambiguous pieces of evidence over time to obtain a belief mass assignment. We then use our 
approach to study the impact of ambiguous evidence on the belief distribution of agents in social 
networks. We illustrate our approach by taking three representative situations. In the first one, 
we suppose that there is an unknown state of nature, and agents form belief in the set of possible 
states. Nature constantly sends a signal which reflects the true state with some probability but 
which can also be ambiguous. In the second situation, there is no ground truth, and agents are 
against or in favor of some ethical or societal issues. In the third situation, there is no ground 
state either, but agents have opinions on left, center, and right political parties. We show that our 
approach can model various phenomena often observed in social networks, such as polarization 
or bounded confidence effects.

1. Introduction

Emerging behaviors of human beliefs are complex by nature. Both Bayesian and heuristic approaches have been used to study 
these emerging phenomena in social networks (e.g., polarization, bounded confidence, . . . ) [1,2]. However, empirical observations 
suggest that such models, while robust, do not fully encapsulate the nuances of real-world belief evolution [3] (see [4] for a theoretical 
paper comparing Bayesian models to heuristic models).

Agents with similar priors may have vastly different posteriors after observing the same piece of evidence [5]. One of the 
explanations for this phenomenon is the ambiguity of evidence. Updating beliefs under ambiguity has been challenging in the Bayesian 
setting. For example, [6] assumes that an agent with a bias towards one of the events interprets ambiguous evidence as unequivocally 
supporting that favored event. It is within this context that the Dempster-Shafer Theory (DST) emerges as a potent alternative, 
incorporating the rationality of Bayesian models while still allowing for the intricacies of heuristics. An advantage of DST is that it 
need not model singleton evidence solely but rather can model evidence that might support multiple states of nature simultaneously. 
Therefore, two agents with identical betting probabilities, the same priors on the surface, might have two different mental models 
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leading to different posteriors [7] (see [8] for an explanation of how non-additive probability approaches are suitable for modeling 
ambiguous evidence).

DST has two mainstream belief update methodologies: combination rules [9] and conditioning rules [10] (see [11] for a compari-

son of both). Both of these methods can cause radical changes in one’s belief under completely opposite evidence, which might violate 
belief persistence [12]. Belief persistence, also known as the conservativity principle, is the notion that an agent updating its beliefs in 
response to new evidence should remain as faithful as possible to its original beliefs [13]. More importantly, if the new information 
is not compatible with the old belief set, any change in beliefs must be minimal. Dempster’s combination rule, on the other hand, 
might allow an agent to completely persuade another one, given enough certainty. For this reason, we propose a frequentist update 
methodology for DST. Our frequentist rule acts as an evidence aggregation mechanism where every atom of evidence only nudges 
an agent towards a direction, which is similar to heuristic approaches [14]. Using this methodology, we create several update rules 
for different cases and then show the emergent behavior of these updates in three different agent-based models.

The contribution of this paper is three-fold. Our first and foremost contribution is that we create a frequentist update framework 
for DST, addressing the challenges posed by the violation of belief persistence. Second, we propose several update rules for different 
scenarios and study their properties. Finally, we explore the application of DST in modeling belief dynamics within social networks, 
providing insights into emerging phenomena such as polarization or bounded confidence models. Polarization refers to situations 
where an opinion or belief in an event induces a clear partition of the society into two or more groups of radically different 
opinions/beliefs. On the other hand, bounded confidence models are characterized by the fact that agents do not listen to people 
whose opinions are too far from their own opinions. We demonstrate the efficacy of DST in managing ambiguous evidence, showing 
its unique ability to capture and process uncertainty.

The rest of the paper will be organized as follows: in Section 2, we will present the basic notation of DST that will be used later. In 
Section 3, we will create a frequentist framework for DST, suggest several update rules for this framework, and study the properties 
of these rules. Section 4 will study the emergent phenomena of DST in social networks using agent-based modeling, explaining the 
differences between the combination rule and the frequentist rule. Finally, Section 5 will conclude the paper with a summary of our 
results.

2. Basic concepts and notation

2.1. The Dempster-Shafer framework

We present basic notions of Dempster-Shafer theory (DST), which are necessary for our exposition. A detailed presentation can 
be found in [15]. Let Ω be a finite set of 𝑛 outcomes (or states of nature, etc.), and 2Ω be the power set denoting all possible subsets 
of outcomes, called events. In Dempster-Shafer Theory, an agent’s belief about events is modeled by a basic mass assignment or mass 
distribution, abbreviated hereafter by bma, which is a function 𝑚 ∶ 2Ω → [0, 1], satisfying 

∑
𝑋⊆Ω𝑚(𝑋) = 1. Given some evidence 

received by the agent, 𝑚(𝑋) represents the (quantity of) belief committed exactly to the event 𝑋 and not to any proper subset of 𝑋. 
The amount of belief committed to Ω represents the level of ignorance of the agent, while the amount of belief committed to the 
empty set represents the belief that Ω does not contain all possible outcomes (open world hypothesis). Throughout this paper, we 
assume 𝑚(∅) = 0. We denote by (Ω) the set of all bmas on Ω satisfying the latter property.

Following [9], we introduce, for a given mass distribution 𝑚 of some agent,

• The belief function 𝐵𝑒𝑙 ∶ 2Ω → [0, 1], assigning to every event 𝑋 the quantity 𝐵𝑒𝑙(𝑋) =
∑

𝑌 ⊆𝑋 𝑚(𝑌 ), interpreted as the degree of 
certainty/belief that event 𝑋 realizes, i.e., the certainty that the true outcome or state of nature lies in 𝑋.

• The plausibility function 𝑃 𝑙 ∶ 2Ω → [0, 1], assigning to every event 𝑋 the quantity 𝑃 𝑙(𝑋) =
∑

𝑌 ∩𝑋≠∅𝑚(𝑌 ), interpreted as the 
degree of plausibility that event 𝑋 realizes, i.e., the plausibility that the true outcome or state of nature lies in 𝑋.

2.2. Combination rule

Consider two agents 𝑖, 𝑗, with bmas 𝑚𝑖, 𝑚𝑗 , coming from two sets of evidence supposed to be both trustable and independent. 
Dempster’s rule of combination allows to combine these two sets of evidence and to produce a new mass distribution 𝑚𝑖 ⊕𝑚𝑗 defined 
as follows:

(𝑚𝑖 ⊕𝑚𝑗 )(𝑋) =
∑

𝑌 ∩𝑍=𝑋 𝑚𝑖(𝑌 )𝑚𝑗 (𝑍)
1 − 𝜅

, ∅ ≠𝑋 ⊆Ω, (1)

and (𝑚𝑖 ⊕𝑚𝑗 )(∅) = 0, provided 1 − 𝜅 ≠ 0. The quantity 𝜅 =
∑

𝑌 ∩𝑍=∅𝑚𝑖(𝑌 )𝑚𝑗 (𝑍) is the level of conflict, and quantifies to what extent 
the two pieces of evidence contradict each other.1 It is easy to check that 𝑚𝑖 ⊕𝑚𝑗 is indeed a bma.

Finally, we borrow Smets and Kennes’s [7] transferable beliefs to model how decisions are made from beliefs (see [16] for a 
detailed literature review on different-making frameworks). Formally, a betting probability, denoted by 𝙱𝚎𝚝𝙿, indicates that this is 
the probability 𝑃 the agent would bet on. 𝙱𝚎𝚝𝙿 is defined as:

1 Smets and Kennes [7] do not perform normalization by the denominator, since they do not assume that the mass given to ∅ has to be equal to 0. This approach 
2

can be used when the open-world hypothesis is assumed.
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𝙱𝚎𝚝𝙿(𝚡) =
∑
𝙰∋𝚡

𝚖(𝙰)|𝙰| . (2)

It is well known that 𝙱𝚎𝚝𝙿 is nothing other than the Shapley value [17] of 𝐵𝑒𝑙, the belief function of the credal level.

3. Frequentist belief updates in DST

We consider as above a finite set Ω of 𝑛 possible states of nature or outcomes. Each agent has a prior belief in the true state of 
nature, which is represented by a bma denoted by 𝑚0. At each time step 𝑡 = 1, 2, …, agents receive a signal or evidence 𝑒𝑡 giving 
information about the true state of nature under the form of a non-empty subset of Ω. If 𝑒𝑡 = {𝜔} for some 𝜔 ∈ Ω, the evidence is 
said to be non-ambiguous, while if 𝑒𝑡 is not a singleton, then the evidence is said to be ambiguous. We do not discard the case 𝑒𝑡 =Ω, 
considered as fully ambiguous, and bringing in principle no information.

Upon receiving a signal, each agent updates her bma by some mechanism, and we denote by 𝑚𝑡 the bma of the agent at time 𝑡, 
after having received signal 𝑒𝑡 and updated.

In the sequel, we consider several updating rules, which are based on a frequentist view rather than on Dempster’s rule of 
combination, mimicking the way a probability is estimated by repeated observations via the law of large numbers. To the best of 
our knowledge, we did not find any previous attempts in this direction, as all updating mechanisms in DST are based either on 
Dempster’s rule of combination or one of its variants or by conditioning like in Bayesian updating.

The presence of ambiguous evidence, together with different possible attitudes of the agent towards new information, opens the 
field of many possible updating rules. We begin by proposing a general form, from which several particular cases will be drawn.

3.1. The general rule

We start by stating two principles which will lead us to the expression of a general updating rule.

Our first principle is the frequentist principle: we accumulate with equal weights noisy and possibly ambiguous observations, which 
are supposed to be independent realizations produced by nature and reflecting some unknown true state. Accumulation means that, 
upon reception of a new piece of evidence, no state of nature is discarded, contrary to conjunctive combination (e.g., Dempster’s 
rule). It differs also from disjunctive combination, since receiving twice the same observation counts twice. On the other hand, the 
equal weight assumption implies that there is no decay nor forgetting effect in the accumulation (all weights of the observations 
are equal). In accordance with the mainstream of the literature on DST and in particular on evidence combination, we consider that 
updating operates on the 𝚋𝚖𝚊 level.

Formalizing the previous considerations, let 𝑚0 denote the initial bma of the agent under consideration, and suppose that the 
observation/evidence received at time 𝑡 = 1 is 𝑒1. The frequentist principle assesses that this observation is equally combined with 
𝑚0, that is:

𝑚1 =
𝑚0 + 𝑓 (𝑒1)

2
where 𝑓 is some function translating the evidence 𝑒1 into something similar or compatible with a mass assignment function, i.e., 
𝑓 (𝑒1) is a mapping assigning to any nonempty subset 𝑋 ⊆Ω a number 𝑓 (𝑒1)(𝑋). Consistently with the principle of accumulation, we 
suppose that 𝑓 (𝑒1)(⋅) takes nonnegative values.

At the next time step 𝑡 = 2, we combine the new evidence 𝑒2 with 𝑚1, which counts twice in the summation as being already a 
combination of two bmas:

𝑚2 =
2𝑚1 + 𝑓 (𝑒2)

3
.

Iterating the process and putting 𝑓 as a superindex to emphasize dependency on 𝑓 , we find:

𝑚
𝑓
𝑡 =

𝑡 ⋅𝑚𝑓
𝑡−1 + 𝑓 (𝑒𝑡)
𝑡+ 1

. (3)

Lemma 1. For any 𝑡 > 0, 𝑚𝑓
𝑡 is a bma iff 𝑓 (𝑒) is a bma for every observation 𝑒 ⊆Ω.

Proof. ⇒) Recall that we made the assumption that 𝑓 (𝑒) is a nonnegative function for any 𝑒.
Let us prove that 𝑓 (𝑒) ⩽ 1. Suppose on the contrary that at some time 𝑡 with evidence 𝑒𝑡, we have 𝑓 (𝑒𝑡)(𝑋) > 1 for some 

∅ ≠𝑋 ⊆Ω. Then from (3), we get

𝑡 ⋅𝑚𝑓
𝑡−1(𝑋) + 𝑓 (𝑒𝑡)(𝑋) = (𝑡+ 1)𝑚𝑓

𝑡 (𝑋) ⩽ 𝑡+ 1

since 𝑚𝑓
𝑡 is a bma, which is equivalent to

𝑓 (𝑒𝑡)(𝑋) − 1
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

⩽ 𝑡(1 −𝑚
𝑓
𝑡−1(𝑋))

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
,

3

>0 ⩽0
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a contradiction.

Let us prove that 
∑

𝑋⊆Ω 𝑓 (𝑒)(𝑋) = 1 for every 𝑒. We have for every 𝑒𝑡, by assumption on 𝑚𝑓
𝑡 , 𝑚

𝑓
𝑡−1:

1 =
∑
𝑋⊆Ω

𝑚
𝑓
𝑡 (𝑋) = 1

𝑡+ 1

(
𝑡 ⋅

∑
𝑋⊆Ω

𝑚
𝑓
𝑡−1(𝑋) +

∑
𝑋⊆Ω

𝑓 (𝑒𝑡)(𝑋)
)
= 1
𝑡+ 1

(
𝑡+

∑
𝑋⊆Ω

𝑓 (𝑒𝑡)(𝑋)
)
,

implying that 
∑

𝑋⊆Ω 𝑓 (𝑒𝑡)(𝑋) = 1.

⇐) We proceed by induction on 𝑡. By assumption, 𝑚0 is a bma. For the induction step, for some 𝑡 ⩾ 1, suppose that 𝑚𝑓
𝑡−1 is a bma

and let us prove that 𝑚𝑓
𝑡 is a bma.

As 𝑓 and 𝑚𝑓
𝑡−1 take values in [0, 1], we have clearly 𝑚𝑓

𝑡 ⩾ 0. Also, for every 𝑋 ⊆Ω, 𝑋 ≠∅,

𝑚
𝑓
𝑡 (𝑋) ⩽

𝑡 ⋅𝑚𝑓
𝑡−1(𝑋) + 1
𝑡+ 1

⩽ 𝑡+ 1
𝑡+ 1

= 1.

Let us prove that 
∑

𝑋⊆Ω𝑚
𝑓
𝑡 (𝑋) = 1. We have

∑
𝑋⊆Ω

𝑚
𝑓
𝑡 (𝑋) = 1

𝑡+ 1

(
𝑡
∑
𝑋⊆Ω

𝑚
𝑓
𝑡−1(𝑋) +

∑
𝑋⊆Ω

𝑓 (𝑒𝑡)(𝑋)

)
= 1
𝑡+ 1

(𝑡+ 1) = 1. □

Given a time step 𝑡 with current bma 𝑚
𝑓
𝑡−1, it remains to specify to which variables should the bma 𝑓 (𝑒𝑡) depend. For the sake of 

generality, and in particular to model some bias of the agent induced by her current state of knowledge, we assume that 𝑓 (𝑒𝑡) may 
depend on the current bma 𝑚

𝑓
𝑡−1, and for this reason we write explicitly 𝑓 (𝑚𝑓

𝑡−1, 𝑒𝑡). However, we do not assume any dependency on 
time. That is, we state the principle of time invariance: for any positive integer Δ,

𝑓 (𝑚𝑓
𝑡−1, 𝑒𝑡) = 𝑓 (𝑚𝑓

𝑡−1+Δ, 𝑒𝑡+Δ)

provided that 𝑚𝑓
𝑡−1 =𝑚𝑓

𝑡−1+Δ and 𝑒𝑡+Δ = 𝑒𝑡.

Summarizing the above discussion, the general rule is defined by

𝑚
𝑓
𝑡 (𝑋) =

𝑡 ⋅𝑚𝑓
𝑡−1(𝑋) + 𝑓 (𝑚𝑓

𝑡−1, 𝑒𝑡)(𝑋)
𝑡+ 1

, (∅ ≠𝑋 ⊆Ω), (4)

where 𝑓 ∶(Ω) × (2Ω ⧵ {∅}) × (2Ω ⧵ {∅}) → [0, 1] is a function satisfying the property∑
∅≠𝑋⊆Ω

𝑓 (𝑚,𝑌 )(𝑋) = 1.

Such a function 𝑓 satisfying the above condition is called an updating function or updator. Lemma 1 tells us that 𝑓 (𝑚, 𝑒) can be fully 
considered as a bma, modeling the observation 𝑒 in the current state of knowledge 𝑚. Consequently, our general updating rule is 
clearly of the averaging type, and therefore differs from more classical conjunctive and disjunctive combination rules.

The next proposition gives some basic properties of this class of updating rules. First, for some nonempty 𝑋 ⊆ Ω, we say that 
an updating rule based on updating function 𝑓 is strictly monotone at 𝑋 if for all 𝑡 > 0, 𝑚𝑓

𝑡 (𝑋) > 𝑚
𝑓
𝑡−1(𝑋) whenever 𝑒𝑡 = 𝑋 and 

𝑚
𝑓
𝑡−1(𝑋) < 1. It means that receiving a piece of evidence 𝑋 always increases the mass on 𝑋. Note that 𝑋 may be equal to Ω, in 

which case receiving one piece of totally ambiguous evidence augments the ignorance of the agent. By contrast, the third property 
tells under which condition fully ambiguous evidence does not change the state of knowledge of the agent.

Proposition 1. Let 𝑓 be an updating function and its corresponding updating rule. The following holds:

1. If 𝑚𝑓
𝑡−1 is a bma, then 𝑚𝑓

𝑡 is a bma.

2. The updating rule is strictly monotone at some nonempty 𝑋 ⊆Ω iff

𝑓 (𝑚𝑓
𝑡−1,𝑋)(𝑋) > 𝑚

𝑓
𝑡−1(𝑋),∀𝑡 = 1,2,…

3. Suppose 𝑒𝑡 =Ω. Then 𝑚𝑓
𝑡 =𝑚

𝑓
𝑡−1 iff 𝑓 (𝑚𝑓

𝑡−1, Ω) =𝑚
𝑓
𝑡−1.

Proof. 1. See Lemma 1.

2. By definition we have

𝑚
𝑓
𝑡 (𝑋) −𝑚

𝑓
𝑡−1(𝑋) = 1

𝑡+ 1

[
−𝑚

𝑓
𝑡−1(𝑋) + 𝑓 (𝑚𝑓

𝑡−1,𝑋)(𝑋)
]

4

which is positive iff 𝑓 (𝑚𝑓
𝑡−1, 𝑋)(𝑋) > 𝑚

𝑓
𝑡−1(𝑋).
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3. By definition we have

(𝑡+ 1)𝑚𝑓
𝑡 = 𝑡𝑚

𝑓
𝑡−1 + 𝑓 (𝑚𝑓

𝑡−1,Ω),

hence letting 𝑚𝑓
𝑡 =𝑚

𝑓
𝑡−1 yields the result. □

We postpone to Section 3.5 the study of convergence, and we hereafter introduce some particular cases of the general rule.

3.2. The unbiased rule

We start by taking one of the most simple forms for the updating function, which does not depend on the current bma:

𝑓 (𝑚𝑡−1, 𝑒𝑡)(𝑋) = 𝛿𝑒𝑡 (𝑋)

with 𝛿𝑒𝑡 (𝑋) = 1 if 𝑒𝑡 =𝑋, and 0 otherwise. Observe that if a piece of evidence 𝑒𝑡 =𝑋 is received, only the value of the bma at 𝑋 is 
modified, nothing else. Moreover, the modification is maximal (value 1). This can be seen as an exact counterpart of the estimation 
of probabilities by frequencies. The rule is called “unbiased” because the current belief of the agent, 𝑚𝑡−1, is not used in the update 
process.

Its explicit form is:

𝑚𝑡(𝑋) =

⎧⎪⎪⎨⎪⎪⎩
𝑡 ⋅𝑚𝑡−1(𝑋) + 1

𝑡+ 1
, if 𝑒𝑡 =𝑋

𝑡 ⋅𝑚𝑡−1(𝑋)
𝑡+ 1

, otherwise

, (𝑋 ⊆Ω,𝑋 ≠∅). (5)

It can be easily checked that

𝑚𝑡(𝑋) =
𝑚0(𝑋) + 𝑛𝑡(𝑋)

𝑡+ 1
, ∅ ≠𝑋 ⊆Ω, (6)

where 𝑛𝑡(𝑋) is the number of occurrences of 𝑋 in the sequence of evidence 𝑒0, … , 𝑒𝑡. This formula shows that the order in the 
sequence of signals is unimportant. Also, as 𝑡 tends to infinity, the influence of the prior belief tends to 0, and the mass distribution 
tends to the frequency of the events in the sequence, as for the law of large numbers.

Let us illustrate the rule by the following running example.

Example 1. Consider Ω = {𝑎, 𝑏} with two states of nature, e.g., 𝑎 means that climate change is real and 𝑏 means that there is no 
climate change. A piece of evidence 𝑒𝑡 is brought by regular meteorological bulletins, supporting either 𝑎 or 𝑏, or being ambiguous 
(𝑒𝑡 =Ω).

Consider 3 agents, with the following prior bmas 𝑚1
0, 𝑚

2
0, 𝑚

3
0:

{𝑎} {𝑏} Ω

𝑚1
0 1 0 0

𝑚2
0 0 1 0

𝑚3
0 0 0 1

Agent 1 is fully convinced that climate change is real, while Agent 2 is fully convinced that this is a conspiracy theory, and Agent 
3 comes from the Moon and has absolutely no opinion on the topic.

Consider first the following sequence of non-ambiguous evidence (omitting braces and commas for short): 𝑎, 𝑎, 𝑏, 𝑎, 𝑏, where there 
are slightly more pieces of evidence of 𝑎 than 𝑏. Applying the unbiased rule 5 times yields the following (using (6)):

{𝑎} {𝑏} Ω

𝑚1
5

2∕3 1∕3 0
𝑚2
5

1∕2 1∕2 0
𝑚3
5

1∕2 1∕3 1∕6

One can see how the mass distribution of the agents tends to the frequentist distribution of the events: 3∕5 for 𝑎 and 2∕5 for 𝑏. Observe 
5

also how the mass of ignorance diminishes for Agent 3.
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Let us now consider that in the previous sequences, the two last pieces of evidence become ambiguous: 𝑎, 𝑎, 𝑏, 𝑎𝑏, 𝑎𝑏. We obtain 
the following:

{𝑎} {𝑏} Ω

𝑚1
5

1∕2 1∕6 1∕3
𝑚2
5

1∕3 1∕3 1∕3
𝑚3
5

1∕3 1∕6 1∕2

Ambiguity raises the level of ignorance and slows down the convergence to the frequency of appearances of 𝑎 and 𝑏.

The next proposition gives an important property of this rule.

Proposition 2. The unbiased rule is strictly monotone for every nonempty 𝑋 ⊆Ω. More precisely, when 𝑒𝑡 =𝑋,

𝑚𝑡(𝑋) −𝑚𝑡−1(𝑋) =
1 −𝑚𝑡(𝑋)

𝑡
⩾ 0.

Moreover, 𝑚𝑡(𝑌 ) ⩽𝑚𝑡−1(𝑌 ) for 𝑌 ≠𝑋, more precisely

𝑚𝑡(𝑌 ) −𝑚𝑡−1(𝑌 ) = −
𝑚𝑡(𝑌 )
𝑡

⩽ 0.

Also, 𝑚𝑡(𝑌 )
𝑚𝑡−1(𝑌 )

= 𝑡

𝑡+1 .

Proof. Strict monotonicity is obvious from Proposition 1. In addition, from the definition of 𝑚𝑡 , we get

(𝑡+ 1)𝑚𝑡(𝑋) = 𝑡 ⋅𝑚𝑡−1(𝑋) + 1

from which we get the desired expression (and similarly for 𝑚𝑡(𝑌 )). □

The property shows a desirable feature: the mass of the received event increases while the other ones decrease. Repeating the 
same evidence 𝑋 infinitely many times makes the mass of 𝑋 converge to 1.

An interesting consequence of this property is the following. Suppose 𝑒1, … , 𝑒𝑡, … are pieces of evidence different from Ω. Then 
we obtain:

𝑚1(Ω) =
𝑚0(Ω)

2
, 𝑚2(Ω) =

𝑚0(Ω)
3

,… ,𝑚𝑡(Ω) =
𝑚0(Ω)
𝑡+ 1

,… (7)

showing the rapid convergence of 𝑚𝑡(Ω) to 0.

3.3. Distributive belief update

A distinctive feature of the unbiased rule is that every event is treated similarly, and the fact that the evidence is ambiguous does 
not matter. In particular, receiving the totally ambiguous signal Ω just augments the mass of Ω. However, we might argue that 𝑒𝑡 =Ω
does not bring any information, so why 𝑚𝑡 should be different from 𝑚𝑡−1?

The distributive rule considers that when an ambiguous piece of evidence 𝑋 is received, it could have been any subset of 𝑋, and 
the agent updates the masses of every subset of 𝑋 in proportion of her belief in these subsets: the more the agent believes that 𝑍 is 
true, the more she is inclined to “interpret” any new evidence 𝑋 ⊇𝑍 as a manifestation of 𝑍 . Hence, ambiguous evidence serves to 
reinforce the belief in less ambiguous evidence.

To distinguish from the previous rule, we denote by 𝑚̂𝑡 the updated bma. The form of the updating function is:

𝑓 (𝑚̂𝑡−1, 𝑒𝑡)(𝑋) = 𝛿⊆𝑒𝑡 (𝑋)𝑚̂𝑡−1(𝑋 ∶ 𝑒𝑡),

with 𝛿⊆𝑒𝑡 (𝑋) = 1 if 𝑋 ⊆ 𝑒𝑡, and 0 otherwise, and

𝑚̂(𝑋 ∶𝑍) ∶=
⎧⎪⎨⎪⎩

𝑚̂(𝑋)∑
𝑌 ⊆𝑍 𝑚̂(𝑌 )

, if
∑
𝑌 ⊆𝑍

𝑚̂(𝑌 ) > 0

1, otherwise

, (∅ ≠𝑋 ⊆𝑍). (8)

𝑚̂(𝑋 ∶ 𝑍) represents the share of the mass of 𝑋 among all masses of subsets of evidence 𝑍 , supposing 𝑋 ⊆ 𝑍 , and masses not all 
zero. The two extreme cases are noteworthy: If 𝑍 = 𝑋 (minimal case), then 𝑚̂(𝑋 ∶ 𝑍) = 1, while if 𝑍 = Ω (maximal case), then 
6

𝑚̂(𝑋 ∶𝑍) =𝑚(𝑋).
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The explicit expression of the rule reads:

𝑚̂𝑡(𝑋) =

⎧⎪⎪⎨⎪⎪⎩
𝑡 ⋅ 𝑚̂𝑡−1(𝑋) + 𝑚̂𝑡−1(𝑋 ∶ 𝑒𝑡)

𝑡+ 1
, if 𝑋 ⊆ 𝑒𝑡

𝑡 ⋅ 𝑚̂𝑡−1(𝑋)
𝑡+ 1

, otherwise

, (𝑋 ⊆Ω,𝑋 ≠∅). (9)

Recall the two extreme cases for 𝑒𝑡: If 𝑒𝑡 = 𝑋, then 𝑚̂𝑡−1(𝑋 ∶ 𝑒𝑡) = 1, which is the maximal value that can take the updating 
function, therefore causing a maximal impact of the evidence on the mass of 𝑋; if 𝑒𝑡 = Ω, then 𝑚̂𝑡−1(𝑋 ∶ 𝑒𝑡) = 𝑚(𝑋), which causes 
𝑚̂𝑡(𝑋) = 𝑚̂𝑡−1(𝑋) (see Proposition 3 below). Note that this should not be interpreted as a zero impact on the mass of 𝑋, since 
𝑚̂𝑡−1(𝑋 ∶ 𝑒𝑡) = 0 would cause a diminution of the mass of 𝑋.

We give a number of properties of the distributive rule.

Proposition 3. The distributive rule has the following properties:

1. If 𝑒𝑡 is a singleton, then 𝑚̂𝑡 =𝑚𝑡, i.e., the distributive rule coincides with the unbiased rule.

2. If 𝑒𝑡 =Ω, then 𝑚̂𝑡 = 𝑚̂𝑡−1.

3. Suppose 𝑍 ⊆𝑋 ⊆ 𝑌 . Then

𝑚̂𝑡(𝑍 ∣ 𝑒𝑡 =𝑋) ⩾ 𝑚̂𝑡(𝑍 ∣ 𝑒𝑡 = 𝑌 ),

where the conditioning bar indicates the observed evidence.

Proof. 1. Suppose 𝑒𝑡 = {𝜔}. Then 𝑚̂𝑡−1(𝑋 ∶ {𝜔}) reduces to 𝑚̂𝑡−1({𝜔} ∶ {𝜔}) = 1. Therefore

𝑚̂𝑡(𝑋) =

⎧⎪⎪⎨⎪⎪⎩
𝑡 ⋅ 𝑚̂𝑡−1({𝜔}) + 1

𝑡+ 1
, if 𝑋 = {𝜔}

𝑡 ⋅ 𝑚̂𝑡−1(𝑋)
𝑡+ 1

, otherwise

,

which coincides with the unbiased rule.

2. Suppose 𝑒𝑡 =Ω. By Proposition 1, it suffices to check that 𝑓 (𝑚̂𝑡−1, Ω) = 𝑚̂𝑡−1. We have

𝑓 (𝑚̂𝑡−1,Ω)(𝑋) = 𝛿⊆Ω(𝑋)𝑚̂𝑡−1(𝑋 ∶ Ω) =
𝑚̂𝑡−1(𝑋)∑
𝑌 ⊆Ω 𝑚̂𝑡−1(𝑌 )

= 𝑚̂𝑡−1(𝑋).

3. Suppose 𝑍 ⊆𝑋 ⊆ 𝑌 . Observe that

𝑚̂𝑡−1(𝑍 ∶𝑋) =
𝑚̂𝑡−1(𝑍)∑

𝐾⊆𝑋 𝑚̂𝑡−1(𝐾)
⩾

𝑚̂𝑡−1(𝑍)∑
𝐾⊆𝑌 𝑚̂𝑡−1(𝐾)

= 𝑚̂𝑡−1(𝑍 ∶ 𝑌 )

because 𝑚̂𝑡−1 is nonnegative as it is a bma. The desired result follows from this inequality. □

The last property shows that belief increases more when the evidence is less ambiguous.

We may wonder if a kind of monotonicity property holds, as for the unbiased rule (see Proposition 2), but this is not true. Indeed, 
supposing 𝑒𝑡 =𝑍 is received and 

∑
𝑌 ⊆𝑍 𝑚̂𝑡−1(𝑌 ) > 0, it is not possible to tell whether 𝑚̂𝑡(𝑋) is greater or smaller than 𝑚̂𝑡−1(𝑋) for 

𝑋 ⊆𝑍 , since we get from (9)

𝑚̂𝑡(𝑋) − 𝑚̂𝑡−1(𝑋) = 1
𝑡

( 𝑚̂𝑡−1(𝑋)∑
𝑌 ⊆𝑒𝑡

𝑚̂𝑡−1(𝑌 )
− 𝑚̂𝑡(𝑋)

)
when 

∑
𝑌 ⊆𝑒𝑡

𝑚̂𝑡−1(𝑌 ) ≠ 0. The sign of the expression in parentheses may be positive or negative, depending on the values taken by 
𝑚̂𝑡 and 𝑚̂𝑡−1. However, as for the unbiased rule, if 𝑋 ⊈ 𝑒𝑡, then 𝑚̂𝑡(𝑋) decreases.

Example 2 (Example 1 cont’d). Let us apply the distributive rule to our previous example. Since for the sequence 𝑎, 𝑎, 𝑏, 𝑎, 𝑏 of 
non-ambiguous events, the result is identical (see Proposition 3 (2)), we turn to the second sequence 𝑎, 𝑎, 𝑏, 𝑎𝑏, 𝑎𝑏. We obtain:

{𝑎} {𝑏} Ω

𝑚̂1
5

3∕4 1∕4 0
𝑚̂2
5

1∕2 1∕2 0
7

𝑚̂3
5

1∕2 1∕4 1∕4
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From Proposition 3 (2) and (3), we get in fact 𝑚̂𝑖
5 = 𝑚𝑖

3 for 𝑖 = 1, 2, 3. We observe that in contrast to the unbiased rule, agents 1 and 
2 have no ignorance, as the ambiguous evidence is not taken into account.

We present a second example to illustrate the computation with three states of nature.

Example 3. Let Ω = {𝑎, 𝑏, 𝑐} be the set of all possible outcomes. Let

Event 𝑋 {𝑎} {𝑏} {𝑐} {𝑎, 𝑏} {𝑎, 𝑐} {𝑏, 𝑐} Ω

𝑚0(𝑋) 0.3 0.1 0.2 0.1 0.1 0.1 0.1

be the prior distribution 𝑚0 of an agent. Let 𝑒1 = {𝑎, 𝑏} be the evidence at time 1. Then, the distributive update is obtained as follows 
(we omit braces and commas):

𝑚̂1(𝑎) =
𝑚0(𝑎) +

𝑚0(𝑎)
𝑚0(𝑎)+𝑚0(𝑏)+𝑚0(𝑎𝑏)

2
=

0.3 + 0.3
0.3+0.1+0.1
2

= 0.45

𝑚̂1(𝑏) =
0.1 + 0.1

0.3+0.1+0.1
2

= 0.15

𝑚̂1(𝑐) =
𝑚0(𝑐)
2

= 0.1

𝑚̂1(𝑎𝑏) =
0.1 + 0.1

0.3+0.1+0.1
2

= 0.15

𝑚̂1(𝑎𝑐) =
𝑚0(𝑎𝑐)

2
= 0.05

𝑚̂1(𝑏𝑐) =
𝑚0(𝑏𝑐)

2
= 0.05

𝑚̂1(𝑎𝑏𝑐) =
𝑚0(𝑎𝑏𝑐)

2
= 0.05. (10)

Notice that the mass of 𝑎 increased more than the mass of 𝑏, while the relative ratio remained the same. Now let us calculate the 
𝙱𝚎𝚝𝙿 of these masses for the previous turn: 𝙱𝚎𝚝𝙿𝚝−𝟷(𝚊) = 𝟶.𝟺𝟹𝟹𝟹, 𝙱𝚎𝚝𝙿𝚝−𝟷(𝚋) = 𝟶.𝟸𝟹𝟹𝟹, 𝙱𝚎𝚝𝙿𝚝−𝟷(𝚌) = 𝟶.𝟹𝟹𝟹𝟹. And the updated betting 
probabilities are: 𝙱𝚎𝚝𝙿𝚝(𝚊) = 𝟶.𝟻𝟼𝟼𝟼𝟼, 𝙱𝚎𝚝𝙿𝚝(𝚋) = 𝟶.𝟸𝟼𝟼𝟼𝟼, 𝙱𝚎𝚝𝙿𝚝(𝚌) = 𝟶.𝟷𝟼𝟼𝟼. Even though the evidence supported both states of 
nature 𝑎 and 𝑏, the agent’s prior caused the agent to support evidence 𝑎 more. This result parallels [6] in terms of ambiguous 
evidence.

3.4. The biased rule when Ω = {𝑎, 𝑏}

We place ourselves in the case of two possible states of nature, as in our running example with climate change. The idea behind 
this rule is the following: when the agent is faced with ambiguous evidence Ω, she updates her belief on 𝑎 and 𝑏 in proportion to 
her current belief as in the distributive rule, but also in proportion to her level of certainty, that is, 1 −𝑚𝑡−1(Ω) (recall that 𝑚𝑡−1(Ω)
is the level of ignorance). In other words, the more certain is the agent, the greater will be the update. We use the term “biased” to 
indicate that the agent, when updating, is inclined to interpret ambiguous evidence as something supporting her current belief in 
states of nature. In this respect, the distributive rule is also biased.

Let us denote by 𝑚̃𝑡+1 the bma updated by the biased rule. When 𝑒𝑡 = {𝑎} or 𝑒𝑡 = {𝑏}, the formula is identical to the unbiased one: 
𝑚̃𝑡(𝑋) =𝑚𝑡(𝑋) for all 𝑋 ⊆Ω, 𝑋 ≠∅. In other words,

𝑓 (𝑚̃𝑡−1, 𝑒𝑡) = 𝛿𝑒𝑡 , if 𝑒𝑡 = {𝑎} or 𝑒𝑡 = {𝑏}.

When 𝑒𝑡 =Ω, we set, according to the above description:

𝑓 (𝑚̃𝑡−1,Ω)(𝑋) = 𝑚̃𝑡−1(𝑋)(1 − 𝑚̃𝑡−1(Ω)), (𝑋 = {𝑎} or 𝑋 = {𝑏}).

In order to ensure the condition 
∑

∅≠𝑋⊆Ω 𝑓 (𝑚̃𝑡−1, 𝑒𝑡)(𝑋) = 1, we put

𝑓 (𝑚̃𝑡−1,Ω)(Ω) = 1 − 𝑚̃𝑡−1({𝑎})(1 − 𝑚̃𝑡−1(Ω)) − 𝑚̃𝑡−1({𝑏})(1 − 𝑚̃𝑡−1(Ω))

= 1 − (1 − 𝑚̃𝑡−1(Ω))2 = 𝑚̃𝑡−1(Ω)(2 − 𝑚̃𝑡−1(Ω)).

Remark 1. It seems difficult to generalize this rule to more than two states of nature. One reason is to properly define a level of 
8

ignorance for ambiguous evidence different from Ω.
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In summary, when 𝑒𝑡 =Ω, the formula is:

𝑚̃𝑡(𝑋) =

⎧⎪⎪⎨⎪⎪⎩
𝑡 ⋅ 𝑚̃𝑡−1(𝑋) + 𝑚̃𝑡−1(𝑋)(1 − 𝑚̃𝑡−1(Ω))

𝑡+ 1
, if 𝑋 = {𝑎} or 𝑋 = {𝑏}

𝑚̃𝑡−1(𝑋)
( 𝑡+ 2 − 𝑚̃𝑡−1(𝑋)

𝑡+ 1

)
, if 𝑋 =Ω.

(11)

This rule has a number of interesting properties, given in the next proposition below.

Proposition 4. The biased rule has the following properties:

1. When the evidence is a singleton, all three rules coincide.

2. It is strictly monotone for every nonempty 𝑋 ⊆Ω.

3. Supposing 𝑒𝑡 =Ω for all 𝑡 and 0 <𝑚0(Ω) < 1, we have 𝑚̃𝑡(Ω) <𝑚𝑡(Ω) for all 𝑡.
4. Suppose 𝑒𝑡 =Ω. Then

𝑚̃𝑡({𝑎})
𝑚̃𝑡({𝑏})

=
𝑚̃𝑡−1({𝑎})
𝑚̃𝑡−1({𝑏})

.

Proof. 1. Clear.

2. When 𝑒𝑡 ≠Ω, the result comes from the fact the biased rule coincides with the unbiased rule (see 1.). Suppose now 𝑒𝑡 = Ω. We 
have from the definition

𝑚̃𝑡(Ω) − 𝑚̃𝑡−1(Ω) =
𝑚̃𝑡−1(Ω)
𝑡+ 1

(1 − 𝑚̃𝑡−1(Ω)).

As 0 ≤ 𝑚̃𝑡−1(Ω) ≤ 1 for every 𝑡, the sequence 𝑚̃𝑡(Ω) is nondecreasing, and is strictly increasing iff 0 < 𝑚̃𝑡−1(Ω) < 1 for every 𝑡. 
Observe that 𝑚0(Ω) = 0 entails 𝑚̃𝑡(Ω) = 0 for every 𝑡, and 𝑚0(Ω) = 1 entails 𝑚̃𝑡(Ω) = 1 for every 𝑡. It follows that, under that 
assumption 0 <𝑚0(Ω) < 1, 𝑚̃𝑡(Ω) converges to 1.

3. Let us show by induction that starting from the same prior 0 < 𝑚0(Ω) < 1, 𝑚̃𝑡(Ω) < 𝑚𝑡(Ω) for every 𝑡. From (5) and (11)) with 
𝑡 = 1, we obtain:

𝑚̃1(Ω) =𝑚0(Ω)
3 −𝑚0(Ω)

2
=

3𝑚0(Ω) − (𝑚0(Ω))2

2

=
𝑚0(Ω) + 1 − (𝑚0(Ω) − 1)2

2
<
𝑚0(Ω) + 1

2
=𝑚1(Ω).

Let us assume the hypothesis till 𝑡 − 1. We have from (11) again

𝑚̃𝑡(Ω) = 𝑚̃𝑡−1(Ω)
( 𝑡+ 2 − 𝑚̃𝑡−1(Ω)

𝑡+ 1

)
=
𝑚̃𝑡−1(Ω)(𝑡+ 2) − (𝑚̃𝑡−1(Ω))2

𝑡+ 1

=
−(𝑚̃𝑡−1(Ω) − 1)2 + 1 + 𝑚̃𝑡−1(Ω)𝑡

𝑡+ 1

<
𝑚̃𝑡−1(Ω) + 1

𝑡+ 1
<
𝑚𝑡−1(Ω)𝑡+ 1

𝑡+ 1
=𝑚𝑡(Ω), (12)

where the last inequality comes from the induction hypothesis.

4. Let us assume a piece of ambiguous evidence, the updated beliefs are:

𝑚̃𝑡({𝑎}) =
𝑚̃𝑡−1({𝑎}) ⋅ 𝑡+ 𝑚̃𝑡−1({𝑎}) ⋅ (1 − (1 − 𝑚̃𝑡−1({𝑎}) − 𝑚̃𝑡−1({𝑏})))

𝑡+ 1

=
𝑚̃𝑡−1({𝑎}) ⋅ 𝑡+ 𝑚̃𝑡−1({𝑎})(𝑚̃𝑡−1({𝑎}) + 𝑚̃𝑡−1({𝑏}))

𝑡+ 1
and

𝑚̃𝑡({𝑏}) =
𝑚̃𝑡−1({𝑏}) ⋅ 𝑡+ 𝑚̃𝑡−1({𝑏}) ⋅ (1 − (1 − 𝑚̃𝑡−1({𝑎}) − 𝑚̃𝑡−1({𝑏})))

𝑡+ 1

=
𝑚̃𝑡−1({𝑏}) ⋅ 𝑡+ 𝑚̃𝑡−1({𝑏})(𝑚̃𝑡−1({𝑎}) + 𝑚̃𝑡−1({𝑏}))

𝑡+ 1
.

The ratio between new masses is:

𝑚̃𝑡({𝑎}) =
𝑚̃𝑡−1({𝑎})⋅𝑡+𝑚̃𝑡−1({𝑎})(𝑚̃𝑡−1({𝑎})+𝑚̃𝑡−1({𝑏}))

𝑡+1
9

𝑚̃𝑡({𝑏}) 𝑚̃𝑡−1({𝑏})⋅𝑡+𝑚̃𝑡−1({𝑏})(𝑚̃𝑡−1({𝑎})+𝑚̃𝑡−1({𝑏}))
𝑡+1
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=
𝑚̃𝑡−1({𝑎}) ⋅ 𝑡+ 𝑚̃𝑡−1({𝑎})(𝑚̃𝑡−1({𝑎}) + 𝑚̃𝑡−1({𝑏}))
𝑚̃𝑡−1({𝑏}) ⋅ 𝑡+ 𝑚̃𝑡−1({𝑏})(𝑚̃𝑡−1({𝑎}) + 𝑚̃𝑡−1({𝑏}))

=
𝑚̃𝑡−1({𝑎})(𝑡+ 𝑚̃𝑡−1({𝑎}) + 𝑚̃𝑡−1({𝑏}))
𝑚̃𝑡−1({𝑏})(𝑡+ 𝑚̃𝑡−1({𝑎}) + 𝑚̃𝑡−1({𝑏}))

=
𝑚̃𝑡−1({𝑎})
𝑚̃𝑡−1({𝑏})

. □ (13)

Suppose 𝑒𝑡 = Ω. As observed, the distributive rule yields 𝑚̂𝑡 = 𝑚̂𝑡−1, which is different from the biased rule. Observe that if 
𝑚̃𝑡−1(Ω) = 1 (total uncertainty) or 𝑚̃𝑡−1(Ω) = 0 (no uncertainty), then 𝑚̃𝑡 = 𝑚̃𝑡−1. In particular, 𝑚̃𝑡(Ω) remains 1 or 0, respectively.

Example 4 (Example 1 cont’d). Let us apply the biased rule to our previous example. As for the sequence 𝑎, 𝑎, 𝑏, 𝑎, 𝑏 of non-ambiguous 
events, the result is identical to the previous ones (see Proposition 4 (1)), we turn to the second sequence 𝑎, 𝑎, 𝑏, 𝑎𝑏, 𝑎𝑏. We obtain:

{𝑎} {𝑏} Ω

𝑚̃1
5

3∕4 1∕4 0
𝑚̃2
5

1∕2 1∕2 0
𝑚̃3
5 0.4522 0.2261 0.3216

One can see that as expected, 𝑚̃5(Ω) remains smaller than 𝑚5(Ω) (see Proposition 4 (4), and recall that 𝑚̃3 =𝑚3).

3.5. Convergence properties of updating rules

We begin by considering the simple case where all pieces of evidence are identical 𝑒1 = 𝑒2 =⋯ = 𝑒𝑡 =⋯ =𝑋. The convergence 
is then given by the strict monotonicity property: if the updating rule 𝑚𝑓

𝑡 is strictly monotone at 𝑋, then 𝑚𝑓
𝑡 (𝑋) converges to 1. This 

is the case for the unbiased rule and the biased rule for every nonempty 𝑋 ⊆Ω. So far, nothing can be said for the distributive rule; 
however, our analysis below will permit us to derive a result of convergence for the distributive rule.

Let us now study the convergence properties for arbitrary sequences of observations. Let 𝑓 be an updating function and 𝑚0 some 
initial bma. Given a sequence of evidence 𝑒1, 𝑒2, … , 𝑒𝑡, we have the following:

𝑚
𝑓
1 =

𝑚0 + 𝑓 (𝑚0, 𝑒1)
2

𝑚
𝑓
2 =

𝑚0 + 𝑓 (𝑚0, 𝑒1) + 𝑓 (𝑚𝑓
1 , 𝑒2)

3

𝑚
𝑓
3 =

𝑚0 + 𝑓 (𝑚0, 𝑒1) + 𝑓 (𝑚𝑓
1 , 𝑒2) + 𝑓 (𝑚𝑓

2 , 𝑒3)
4

⋮ ⋮

𝑚𝑓
𝑡 =

𝑚0 +
∑𝑡−1

𝑘=0 𝑓 (𝑚
𝑓
𝑘
, 𝑒𝑘+1)

𝑡+ 1
⩽
𝑚0 + 𝑡 ⋅ 1
𝑡+ 1

.

It follows that

lim
𝑡→∞

𝑚
𝑓
𝑡 = lim

𝑡→∞
1
𝑡

𝑡∑
𝑘=1

𝑓 (𝑚𝑓
𝑘−1, 𝑒𝑘), (14)

provided the limit exists. Let us see some particular cases.

1. Suppose 𝑒𝑡 =𝑋, 𝑡 = 1, 2, …, and consider the unbiased rule. We have in this case 𝑓 (𝑚𝑘, 𝑋)(𝑋) = 1, therefore by (14),

lim
𝑡→∞

𝑚𝑡(𝑋) = lim
𝑡→∞

1
𝑡

𝑡∑
𝑘=1

1 = 1.

2. Suppose 𝑒𝑡 is a random sequence where 𝑒𝑡 =𝑋 with probability 𝑝, and consider the unbiased rule again. Then, by the strong law 
of large numbers, 𝑚𝑡(𝑋) converges to 𝑝 almost surely.
10

3. Suppose again that 𝑒𝑡 =𝑋, 𝑡 = 1, 2, …, and consider the distributive rule. The following can be shown.
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Proposition 5. Suppose 𝑚0(𝑋) > 0 and that 𝑒𝑡 =𝑋 for 𝑡 = 1, 2, …. Then

lim
𝑡→∞

𝑚̂𝑡(𝑋) =𝑚0(𝑋 ∶𝑋).

The proof relies on the following lemma.

Lemma 2. Suppose 𝑚0(𝑋) > 0 and that 𝑒𝑡 =𝑋 for 𝑡 = 1, 2, …. Then, by the distributive rule, for any 𝑡 = 1, 2, …,

𝑚̂𝑡(𝑋 ∶𝑋) =𝑚0(𝑋 ∶𝑋), 𝑚̂𝑡(𝑌 ∶𝑋) =𝑚0(𝑌 ∶𝑋) for every 𝑌 ⊂𝑋.

Proof. We show the result by induction. Let us put

𝑚0(𝑋 ∶𝑋) =
𝑚0(𝑋)∑

𝑌 ⊂𝑋 𝑚0(𝑌 ) +𝑚0(𝑋)
=∶ 𝛼,

𝑚0(𝑌 ∶𝑋) =
𝑚0(𝑌 )∑

𝑌 ⊂𝑋 𝑚0(𝑌 ) +𝑚0(𝑋)
=∶ 𝛼𝑌 for any 𝑌 ⊂𝑋.

Note that 𝛼𝑌 = 0 iff 𝑚0(𝑌 ) = 0 and that 
∑

𝑌 ⊂𝑋 𝛼𝑌 + 𝛼 = 1. We have

𝑚̂1(𝑋) = 1
2
(
𝑚0(𝑋) + 𝛼

)
, 𝑚̂1(𝑌 ) =

1
2
(
𝑚0(𝑌 ) + 𝛼𝑌

)
.

Therefore

𝑚1(𝑋 ∶𝑋) =
𝑚̂1(𝑋)∑

𝑌 ⊂𝑋 𝑚̂1(𝑌 ) + 𝑚̂1(𝑋)

=
𝑚0(𝑋) + 𝛼∑

𝑌 ⊂𝑋 𝑚0(𝑌 ) +𝑚0(𝑋) + 1

=
𝑚0(𝑋) + 𝛼
1
𝛼
𝑚0(𝑋) + 1

= 𝛼.

Similarly, for any 𝑌 ⊂𝑋:

𝑚1(𝑌 ∶𝑋) =
𝑚̂1(𝑌 )∑

𝑌 ⊂𝑋 𝑚̂1(𝑌 ) + 𝑚̂1(𝑋)

=
𝑚0(𝑌 ) + 𝛼𝑌∑

𝑌 ⊂𝑋 𝑚0(𝑌 ) +𝑚0(𝑋) + 1

=
𝑚0(𝑌 ) + 𝛼𝑌
1
𝛼𝑌
𝑚0(𝑌 ) + 1

= 𝛼𝑌 .

Let us suppose the property is true till 𝑡 and let us prove it for 𝑡 + 1. We have, using the induction hypothesis:

𝑚̂𝑡+1(𝑋) =
(𝑡+ 1)𝑚̂𝑡(𝑋) + 𝛼

𝑡+ 2
,

𝑚̂𝑡+1(𝑌 ) =
(𝑡+ 1)𝑚̂𝑡(𝑌 ) + 𝛼𝑌

𝑡+ 2
for any 𝑌 ⊂𝑋. Therefore

𝑚𝑡+1(𝑋 ∶𝑋) =
𝑚̂𝑡+1(𝑋)∑

𝑌 ⊂𝑋 𝑚̂𝑡+1(𝑌 ) + 𝑚̂𝑡+1(𝑋)

=
(𝑡+ 1)𝑚̂𝑡(𝑋) + 𝛼

(𝑡+ 1)
(∑

𝑌 ⊂𝑋 𝑚̂𝑡(𝑌 ) + 𝑚̂𝑡(𝑋)
)
+ 1

=
(𝑡+ 1)𝑚̂𝑡(𝑋) + 𝛼
𝑡+1
𝛼
𝑚̂𝑡(𝑋) + 1

= 𝛼.

Similarly, for any 𝑌 ⊂𝑋:

𝑚𝑡+1(𝑌 ∶𝑋) =
𝑚̂𝑡+1(𝑌 )∑

𝑌 ⊂𝑋 𝑚̂𝑡+1(𝑌 ) + 𝑚̂𝑡+1(𝑋)

=
(𝑡+ 1)𝑚̂𝑡(𝑌 ) + 𝛼𝑌(∑ )
11

(𝑡+ 1) 𝑌 ⊂𝑋 𝑚̂𝑡(𝑌 ) + 𝑚̂𝑡(𝑋) + 1



International Journal of Approximate Reasoning 172 (2024) 109240M. Grabisch and M.A. Yasar

=
(𝑡+ 1)𝑚̂𝑡(𝑌 ) + 𝛼𝑌

𝑡+1
𝛼𝑌

𝑚̂𝑡(𝑌 ) + 1
= 𝛼𝑌 . □

Proof of Proposition 5. By using (14) and Lemma 2, we find, under constant evidence 𝑒𝑡 =𝑋, 𝑡 = 1, 2, …:

lim
𝑡→∞

𝑚̂𝑡(𝑋) = lim
𝑡→∞

1
𝑡

𝑡∑
𝑘=1

𝑓 (𝑚̂𝑘−1,𝑋)(𝑋)

= lim
𝑡→∞

1
𝑡

𝑡∑
𝑘=1

𝑚̂𝑘−1(𝑋 ∶𝑋)

= lim
𝑡→∞

1
𝑡
𝑡 ⋅𝑚0(𝑋 ∶𝑋) =𝑚0(𝑋 ∶𝑋).

Similarly,

lim
𝑡→∞

𝑚̂𝑡(𝑌 ) =𝑚0(𝑌 ∶𝑋)

for any 𝑌 ⊂𝑋. □

4. Agent-based models

In order to understand how beliefs evolve in a social network via different settings and update rules, we create three agent-based 
models. In the first setting, there is a true state of nature, like in Example 1. In each turn, nature constantly sends signals. After 
updating their beliefs, agents discuss with their neighbors. In the second setting, we create a model where agents form opinions 
about an ethical issue with no true state; therefore, agents form opinions via their discussions with their neighbors. Finally, we 
extend our second model to a three-party setting, e.g., Ω = {𝑙, 𝑐, 𝑟}.

To study opinion dynamics, we create social networks via the Barabasi-Albert algorithm in all of our models [18], which proceeds 
as follows. In order to generate a network with 𝑁 = {1, 2, … , 𝑛}, we initially assume |𝑁| = 1. Then, in each step 𝑡, we add a new 
agent 𝑛𝑡 until |𝑁| = 𝑛. Agent 𝑛𝑡 connects to agent 𝑖 of degree 𝑘𝑖 with probability 𝑝𝑖 =

𝑘𝑖∑
𝑗 𝑘𝑗

. This algorithm gives us a scale-free 
network whose degree distribution follows a power law. Its main characteristic is that few nodes will have many connections, and 
many nodes will have only a few connections.2 The main advantage of scale-free networks is that there are few extremely influential 
agents, which sometimes poses a challenge for asymptotic learning [22].

In this section, we will use three of the rules we described in Section 3: Dempster’s combination rule from Equation (1), the 
distributive rule from Equation (9) when |Ω| = 3, and the biased rule from Equation (11) when |Ω| = 2. The precise way of combi-

nation and belief updating will be explained in each subsection. We nevertheless make an essential remark about Dempster’s rule 
of combination. Recall that it is not defined when the level of conflict 𝜅 is equal to 1 in order to avoid division by 0. Practically, 
we do not perform the combination if 𝜅 exceeds 𝑑 = 0.9. It means that agents with very different beliefs do not update; hence, their 
opinions are not affected, as if they would not communicate at all. This reminds the bounded confidence models in social networks, 
where agents delete links with agents with which they have too distant opinions (see [23] for an extensive literature review about 
bounded confidence models and the effect of the distance).

In our agent-based model, we use a total of 9 parameters. We run each simulation on average 𝑇 = 2000 turns, where beliefs 
stabilize. Moreover, we create 𝑅 = 1000 simulations for each parameter combination and then take the average results. In order to 
facilitate network visualization, we take 𝑁 = 200 agents in the network. We have also tested the robustness of our results with 2000 
agents, where we have observed no noticeable difference in results. We create agents with a prior belief mass assignment randomly 
selected from a Dirichlet distribution in each run, e.g., 𝑚𝑖

0 ∼ Dir(𝛼∅, … , 𝛼Ω), ∀𝑖 ∈𝑁 , where 𝛼∅, … , 𝛼Ω are Dirichlet parameters that 
denote the weight of outcome of ∅, … , Ω in the prior (see Appendix A for a detailed explanation on our reasoning for using Dirichlet 
distributions). Table 1 describes the parameters used in the simulation.

4.1. Existence of a true unknown state

This section studies the process of belief update when there is a true state of nature that is unknown, while nature constantly 
sends a signal revealing the true state with a probability 𝑝, the signal being possibly ambiguous. We take Example 1 as framework, 
with Ω = {𝑎, 𝑏} where 𝑎 means that climate change is real, while 𝑏 indicates the that there is no climate change. We distinguish two 
different procedures for updating beliefs, detailed in the following subsections.

2 There is a dispute in the literature based on the shape of networks encountered in empirical data. Some studies claim that real data follows a scale-free shape 
[19], while a recent paper challenges that the real data is rarely scale-free [20]. However, this challenge is based on how empirical observations are more complex 
and have underlying unique properties. Therefore, we have also tested our model using a Watts-Strogatz algorithm [21], where agents are in a “small world”, i.e., 
12

they can reach one another in very few steps. The significance of our results remains the same.
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Table 1

Parameters of simulations.

Parameter Value range Description

𝑇 2000 Number of turns per run;

𝑅 1000 Number of runs per parameter combination;

𝑁 200 Number of agents in the network;

𝛼𝐻 20 A high weight Dirichlet parameter;

𝛼𝑀 1 An unbiased agent’s Dirichlet parameter;

𝛼𝐿 0.1 A low weight Dirichlet parameter;

𝑝 (0,5,1] The probability of observing the true state if the evidence is non-ambiguous;

𝑞 [0,1) The probability of observing a non-ambiguous evidence;

𝜋 0.01 The proportion of edges that are selected to communicate;

𝑑 0.9 Bounded confidence parameter;

𝑘 1 Neighbors to be connected in Barabasi-Albert algorithm (scale-free).

4.1.1. Communication via Dempster’s rule of combination

Supposing the true state of nature is 𝑎, nature sends an ambiguous signal Ω with probability 0.1; otherwise, nature sends a signal 
𝑎 with probability 0.8 and 𝑏 with probability 0.2. The signals sent by nature are independent and identically distributed, and the 
probabilities of 𝑎 and 𝑏 are constant over time. At each time step 𝑡:

1. Each agent 𝑖 updates its bma 𝑚𝑖
𝑡−1 with the signal 𝑋 sent by Nature by using the biased rule (Eq. (11)).

2. Select a proportion 𝜋 of links. For each link 𝑖𝑗 selected, the agents 𝑖, 𝑗 update their bmas 𝑚𝑖
𝑡, 𝑚

𝑗
𝑡 by replacing them with 𝑚𝑖

𝑡−1⊕𝑚
𝑗
𝑡−1

(Dempster’s rule), provided the level of conflict 𝜅 does not exceed 𝑑 (bounded confidence). Otherwise, no update occurs.

Algorithm 1 summarizes the whole procedure.

Algorithm 1 Dempster’s rule with a true state.

1: A network  is randomly generated via Barabasi-Albert algorithm;

2: for every time step 𝑡 do

3: Nature determines 𝑒𝑡 :
4: if 𝑒𝑡 =𝑋 ≠Ω then

5: ℙ(𝑒𝑡 =𝑋) = 𝑝𝑋 ∗ 𝑞; 𝑋 ≠∅;

6: else

7: ℙ(𝑒𝑡 =Ω) = 1 − 𝑞.

8: end if

9: for every agent 𝑖 do

10: 𝑚𝑖
𝑡
(𝑌 ) is computed by Eq. (11), ∀𝑌 ⊆Ω;

11: end for

12: A proportion 𝜋 of links is selected randomly;

13: for every selected link 𝑖𝑗 do

14: Compute the level of conflict 𝜅 between 𝑚𝑖
𝑡

and 𝑚𝑗
𝑡 ;

15: if 𝜅 ⩽ 𝑑 then

16: 𝑚𝑖
𝑡
=𝑚𝑗

𝑡 ←𝑚𝑖
𝑡
⊕𝑚𝑗

𝑡 ;

17: else

18: No update occurs.

19: end if

20: end for

21: end for

Fig. 1 shows that agents start fully believing in climate change if nature consistently sends evidence for it. In this case, nature is a 
constant persuader with a rigid opinion. This persuader effect parallels the literature, where a constant persuader often prevails [4].

One can see that, despite that there is a uniform distribution for the masses on 𝑎 and on Ω at the origin, 𝑚𝑡(Ω) tends rapidly to 0, 
and eventually 𝑚𝑡({𝑎}) converges to 1, for every agent (consensus for climate change). Let us explain these results.

Concerning 𝑚𝑡(Ω): since 𝑞 = 0.9, most of the time, the evidence is a singleton, therefore the biased rule is equivalent to the 
unbiased rule (see Proposition 4 (1)), and we can use then Eq. (7), showing that 𝑚𝑡(Ω) tends to 0 in 1∕𝑡. The fact that Dempster’s rule 
is used also for some agents accelerates this convergence to 0. Indeed, suppose that at time 𝑡, agents 1 and 2 have masses 𝑚1

𝑡 (Ω) = 𝛼1, 
𝑚2
𝑡 (Ω) = 𝛼2, with 0 < 𝛼1, 𝛼2 < 1, and 𝑚1

𝑡 ({𝑎}) = 1 − 𝛼1, 𝑚2
𝑡 ({𝑏}) = 1 − 𝛼2 (conflicting views, i.e., most unfavorable case for the mass of 

Ω). Then

(𝑚1
𝑡 ⊕ 𝑚2

𝑡 )(Ω) =
𝛼1𝛼2

1 − (1 − 𝛼1)(1 − 𝛼2)
=

𝛼1𝛼2
𝛼1 + 𝛼2 − 𝛼1𝛼2

. (15)

Taking, e.g., 𝛼1 = 𝛼2, we get
13

(𝑚1
𝑡 ⊕ 𝑚2

𝑡 )(Ω) =
𝛼

2 − 𝛼
< 𝛼.
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Fig. 1. Created via Algorithm 1. The color scale indicates the value of 𝙱𝚎𝚝𝙿({𝚊}) (red: value 1 (climate change), blue: value 0 (no climate change)). 𝑝 = 0.8, 𝑞 = 0.9. 
(For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Note that the fact that 𝑚𝑡(Ω) tends rapidly to 0 implies that 𝑚𝑡({𝑎}) and 𝙱𝚎𝚝𝙿𝚝({𝚊}) coincide.

Concerning 𝑚𝑡({𝑎}): despite some erratic behavior where the mass of {𝑎} decreases slowly, there is always a time 𝑡 leading to a 
sudden convergence to 1. The slow decrease of 𝑚𝑡({𝑎}) is due to the biased rule. Neglecting the ambiguous evidence (𝑞 = 0.9), the 
biased rule coincides with the unbiased rule. It is proved in Section 3.5 that in case of receiving a sequence of identical pieces of 
evidence 𝑎 with probability 𝑝′, 𝑚𝑡({𝑎}) converges to 𝑝′ with the unbiased rule. In our case, 𝑝′ = 0.9 × 0.8 = 0.71. It seems indeed that 
𝑚𝑡({𝑎}) is attracted by this value. On the other hand, the sudden step to value 1 is caused by Dempster’s rule of combination. As in 
each turn a pair (𝑖, 𝑗) of agents is selected at random for combination, sooner or later every agent is selected, and along with time 
the proportion of agents with mass 𝑚𝑡({𝑎}) = 1 is augmenting. Take agents 𝑖, 𝑗 with 𝑚𝑖

𝑡({𝑎}) = 𝛼 < 1 and 𝑚𝑗
𝑡 ({𝑎}) = 𝛽, with 𝛽 close to 

1, and suppose 𝑡 is large enough so that the masses of Ω are 0. Then

(𝑚𝑖
𝑡 ⊕𝑚

𝑗
𝑡 )({𝑎}) =

𝛼𝛽

1 − (1 − 𝛼)𝛽
≈ 𝛼

1 − (1 − 𝛼)
= 1, (16)

whatever the value of 𝛼. This shows the drastic behavior of the Dempster rule. See also Appendix B for other simulations with 
14

different values of parameter 𝑝.
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4.1.2. Communication via frequentist update

This section assumes that agents communicate via the biased update rule from Equation (11). Frequentist update ensures that 
agents are not communicating thoroughly as they did via Dempster’s combination rule; instead, they communicate with a softer 
approach where agents change their opinions slowly. More precisely, at each time step 𝑡:

1. Updating with a signal of nature is identical to the previous case.

2. Select a proportion 𝜋 of links. For each link 𝑖𝑗 selected:

(a) Agent 𝑖 sends a signal 𝑋 ⊆Ω to Agent 𝑗 with probability 𝑚𝑖
𝑡(𝑋), while simultaneously Agent 𝑗 sends a signal 𝑌 ⊆Ω to Agent 

𝑖 with probability 𝑚𝑗
𝑡 (𝑌 ).

(b) Both agents 𝑖 and 𝑗 update via the frequentist biased rule (11).

A summary of this procedure can be found in Algorithm 2. Then, we present our results in Fig. 2.

Algorithm 2 Frequentist rule with a true state.

1: A network  is randomly generated via Barabasi-Albert algorithm;

2: for every time step 𝑡 do

3: Nature determines 𝑒𝑡 :
4: if 𝑒𝑡 =𝑋 ≠Ω then

5: ℙ(𝑒𝑡 =𝑋) = 𝑝𝑋 ∗ 𝑞; 𝑋 ≠∅;

6: else

7: ℙ(𝑒𝑡 =Ω) = 1 − 𝑞

8: end if

9: for every agent 𝑖 do

10: 𝑚𝑖
𝑡
(𝑌 ) is computed by Eq. (11), ∀𝑌 ⊆Ω;

11: end for

12: A proportion 𝜋 of links is selected randomly;

13: for every selected link 𝑖𝑗 do

14: Agent 𝑖 sends signal 𝑋 ⊆Ω to agent 𝑗 with probability 𝑚𝑖
𝑡
(𝑋)

15: Agent 𝑗 sends signal 𝑌 ⊆Ω to agent 𝑖 with probability 𝑚𝑖
𝑡
(𝑌 )

16: 𝑚𝑖
𝑡
(𝑍) is computed by Eq. (11) with 𝑒𝑡 =𝑋 and 𝑚𝑖

𝑡
, ∀𝑍 ;

17: 𝑚𝑗
𝑡 (𝑍) is computed by Eq. (11) with 𝑒𝑡 = 𝑌 and 𝑚𝑗

𝑡 , ∀𝑍 ;

18: end for

19: end for

We observe from Fig. 2 that, as in Fig. 1, 𝑚𝑡(Ω) rapidly tends to 0, although in a slower and more erratic way. This is due to the 
communication between agents. At the beginning, the mass of Ω for agents is distributed uniformly. Therefore, two randomly picked 
agents may both send with some probability an ambiguous message, producing a reinforcement of the mass on Ω (see Proposition 4

(2)). As for 𝑚𝑡({𝑎}), since only the biased rule governs the convergence, as explained in Section 4.1.1, 𝑚𝑡({𝑎}) converges to a value 
close to 𝑝𝑞 = 0.72. However, it is not easy to separate the effect of communication when there is a constant persuader: nature. The 
difference here is that agents take tens of thousands of turns to converge to the true state, while Dempster’s rule stabilizes after 3000 
turns on average. Results of this model are similar to [24] due to the existence of consensus achieved from communication.

Finally, the opinion difference between agents gets smaller over time in Fig. 2b, which indicates no polarization as everyone has 
a similar belief.

4.2. No evidence from nature

In this section, we study an example where agents try to form opinions about an issue without obtaining evidence from nature. 
This situation is similar to forming opinions about political or social issues where there is no true state. Let us consider Ω = {𝑎, 𝑏}
with two ethical propositions, e.g., 𝑎 indicates a pro-choice opinion, and 𝑏 indicates a pro-life opinion. We test the belief evolution 
in a network using the combination and frequentist rules.

4.2.1. Communication via the Dempster’s rule of combination

In this model, at each time step 𝑡:

1. Select a proportion 𝜋 of links.

2. For each link 𝑖𝑗 selected, the agents 𝑖, 𝑗 update their bmas 𝑚𝑖
𝑡, 𝑚

𝑗
𝑡 by replacing them by 𝑚𝑖

𝑡−1 ⊕𝑚𝑗
𝑡−1 (Dempster’s rule), provided 

the level of conflict 𝜅 does not exceed 𝑑 (bounded confidence). Otherwise, no update occurs.

Algorithm 3 summarizes this procedure.

Fig. 3 reveals total polarization if agents communicate with their neighbors using Dempster’s rule. Surprisingly enough, this 
polarization remains even when 𝑑 = 0.999, indicating that agents are highly tolerant and communicate with each other unless they 
are on the opposite side of the spectrum. Moreover, we tested the robustness of our results under small-world graph generation, and 
15

the results remain robust.
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Fig. 2. Created via Algorithm 2. Red indicates full belief in climate change (𝙱𝚎𝚝𝙿({𝚊}) = 𝟷).

Algorithm 3 Dempster’s rule with no true state.

1: A network  is randomly generated via Barabasi-Albert algorithm;

2: for every time step 𝑡 do

3: A proportion 𝜋 of links is selected randomly;

4: for every selected link 𝑖𝑗 do

5: Compute the level of conflict 𝜅 between 𝑚𝑖
𝑡

and 𝑚𝑗
𝑡 ;

6: if 𝜅 ⩽ 𝑑 then

7: 𝑚𝑖
𝑡
=𝑚𝑗

𝑡 ←𝑚𝑖
𝑡
⊕𝑚𝑗

𝑡 ;

8: else state No update occurs;

9: end if

10: end for

11: end for

More specifically, we see that 𝑚𝑡(Ω) rapidly reaches the value 0 for each agent, but in a way very different from previous cases. 
Instead of a smooth curve in 1∕𝑥, we have a stair-case shape with high steps. This can be explained via Eq. (15). Let us denote as 
above by 𝛼1, 𝛼2 the masses on Ω for agents 1 and 2. Suppose that 𝛼1 is close to 0, while 𝛼2 is much larger. Then we can write

(𝑚1
𝑡 ⊕ 𝑚2

𝑡 )(Ω) =
𝛼1𝛼2

𝛼1 + 𝛼2 − 𝛼1𝛼2
≈
𝛼1𝛼2
𝛼2

= 𝛼1.

Hence 𝑚𝑡(Ω) for agent 2 changes in one step from a high value to a value close to 0. Let us now explain the behavior of 𝑚𝑡({𝑎}). 
Taking two agents 𝑖, 𝑗 with masses 𝛼, 𝛽 respectively on {𝑎}, and mass 0 on Ω, we obtain after combination (see (16)):

(𝑚𝑖
𝑡 ⊕𝑚𝑗

𝑡 )({𝑎}) =
𝛼𝛽

1 − (1 − 𝛼)𝛽
.

16

Suppose 𝛼 is far from the extremes 0 and 1, and 𝛽 is close to the extremes. Then we obtain:
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Fig. 3. Created via Algorithm 3. Red indicates full belief in 𝑎 (𝙱𝚎𝚝𝙿({𝚊}) = 𝟷).

(𝑚𝑖
𝑡 ⊕𝑚

𝑗
𝑡 )({𝑎}) ≈

𝛼

𝛼
= 1 (𝛽 close to 1); (𝑚𝑖

𝑡 ⊕𝑚
𝑗
𝑡 )({𝑎}) ≈

𝛽

1
≈ 0 (𝛽 close to 0).

Therefore, the opinion of agent 𝑖 is attracted in one step towards the opinion of agent 𝑗, which explains polarization.

When comparing Fig. 3 to Fig. 1, we realize that the constant flow of evidence eventually wears down radical agents in our 
previous model. The lack of a constant persuader, nature, is a potent source of polarization.

4.2.2. Frequentist communication

The procedure here is very similar to the previous case, except that Agent 𝑖 sends a signal 𝑋 ⊆ Ω with a probability 𝑚𝑖
𝑡−1 to a 

randomly chosen neighbor 𝑗, who updates its bma via the frequentist biased rule. Algorithm 4 describes this process.

Fig. 4 shows a quite different behavior compared to previous figures. As for 𝑚𝑡(Ω), we observe without surprise the same shape 
in 1∕𝑥 as before, however, the convergence is much slower and less regular, due to the random selection of agents to be updated, 
instead of updating all agents at the same time. In addition, since the distribution of 𝑚0(Ω) is uniform over agents, there is some 
probability that two selected agents exchange ambiguous signals, reinforcing their mass on Ω. By contrast, the evolution of 𝑚𝑡({𝑎})
is radically different from previous cases, as no convergence nor clear structure is apparent, especially in the beginning. Similarly 
to the case of 𝑚𝑡(Ω), this is due to the initial uniform distribution and the random selection of links. After 10,000 periods, it seems 
that the belief of each agent more or less stabilizes. The reason for this is that, as 𝑡 increases, the impact of a new piece of evidence 
17

decreases in 1∕𝑡. Therefore, for 𝑡 > 10, 000, the impact becomes negligible.
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Algorithm 4 Frequentist rule with no true state.

1: A network  is randomly generated via Barabasi-Albert algorithm;

2: for every time step 𝑡 do

3: A proportion 𝜋 of links is selected randomly;

4: for every selected link 𝑖𝑗 do

5: Agent 𝑖 sends signal 𝑋 ⊆Ω to agent 𝑗 with probability 𝑚𝑖
𝑡−1(𝑋)

6: Agent 𝑗 sends signal 𝑌 ⊆Ω to agent 𝑖 with probability 𝑚𝑖
𝑡−1(𝑌 )

7: 𝑚𝑖
𝑡
(𝑍) is computed by Eq. (11) with 𝑒𝑡 =𝑋 and 𝑚𝑖

𝑡−1 , ∀𝑍 ;

8: 𝑚𝑗
𝑡 (𝑍) is computed by Eq. (11) with 𝑒𝑡 = 𝑌 and 𝑚𝑗

𝑡−1 , ∀𝑍 ;

9: end for

10: end for

Fig. 4. Created via Algorithm 4. Red indicates full belief in {𝑎} (𝙱𝚎𝚝𝙿({𝚊}) = 𝟷).

4.3. Ambiguous evidence and recognition of ignorance

An essential contribution of this paper is that it implements a degree of recognition of ignorance. One question that arises from 
this fact is what happens to the ambiguity of agents under our belief update rules.

In order to understand the role of communication in self-certainty under ambiguous evidence, we study two cases where agents 
attempt to learn the true state of nature. In the first scenario, we again employ Algorithm 2 where there is a true state and agents 
use the frequentist rule to update their beliefs under communication. Then, we create a new model where there is only nature and 
18

no communication. Agents update their beliefs using the biased update rule. Algorithm 5 summarizes the model.
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Algorithm 5 Belief update under constant evidence.

1: A network  is randomly generated via Barabasi-Albert algorithm;

2: for every time step 𝑡 do

3: Nature determines 𝑒𝑡 :
4: if 𝑒𝑡 =𝑋 ≠Ω then

5: ℙ(𝑒𝑡 =𝑋) = 𝑝𝑋 ∗ 𝑞; 𝑋 ≠∅;

6: else

7: ℙ(𝑒𝑡 =Ω) = 1 − 𝑞

8: end if

9: for every agent 𝑖 do

10: 𝑚𝑖
𝑡
(𝑌 ) is computed by Eq. (11), ∀𝑌 ⊆Ω;

11: end for

12: end for

Fig. 5. Fig. 5b is created via Algorithm 2, while Fig. 5a is created via Algorithm 5. Each line shows the level of ignorance of an agent, e.g., 𝑚(Ω). 𝑞 = 0.1, meaning 
that agents receive almost only ambiguous evidence.

To understand how communication impacts the self-confidence of agents, we study an extreme case where nature almost only 
sends ambiguous evidence, e.g., 𝑞 = 0.1. Our goal here is to emphasize the difference between using communication as a treatment 
and no communication as a benchmark.

In Fig. 5a (a), we see a slow convergence of 𝑚𝑡(Ω) towards the value 1 − 𝑞 = 0.9. This can be explained, proceeding as in 
Section 4.1.1. Given that the evidence is not ambiguous, let 𝑝 be the probability of sending evidence 𝑎. Then 𝑚𝑡({𝑎}) should converge 
towards 𝑝𝑞, and 𝑚𝑡({𝑏}) should converge towards (1 − 𝑝)𝑞. Therefore, 𝑚𝑡(Ω) must converge to 1 − 𝑝𝑞 − (1 − 𝑝)𝑞 = 1 − 𝑞. Let us now 
explain why 𝑚(Ω) is decreasing when communication occurs. Consider agents 𝑖, 𝑗 selected at 𝑡 = 0, with masses of Ω being equal to 
𝛼 and 𝛽, respectively. Then, signal Ω is mutually sent by both agents with probability 𝛼𝛽. As 𝛼, 𝛽 are independent random variables 
with uniform distribution, the distribution of their product follows the law − log𝑧, and the expected value of 𝛼𝛽 is the product of 
the expected values of 𝛼 and 𝛽, hence 0.5 × 0.5 = 0.25. Consequently, at 𝑡 = 0, only for a quarter of selected links the mass of Ω will 
increase, otherwise it will decrease. When 𝑡 > 0, the expected values of 𝛼, 𝛽 is decreasing with 𝑡 due to the previous fact, therefore 
there will be fewer and fewer selected links where the mass of Ω is increasing.

4.4. A political example

Finally, we study an example where |Ω| = 3. Let us assume a political election with three parties: Ω = {𝑙, 𝑐, 𝑟}. In order to observe 
the impact of certainty, we study two types of agents. First, an agent can be the voter of a party with extreme certainty, e.g., 
𝑚(𝑟) > 0.9. Second, an agent can be indifferent between two parties while having a strong distaste for the third, e.g., 𝑚({𝑙, 𝑐}) > 0.9. 
We study under which circumstances the party with a certain voter base would prevail. For this section, we use the distributive 
update rule from Equation (9) since its advantage becomes apparent when we have more than two possible outcomes. Algorithm 6

summarizes the model.

Fig. 6 shows that the right party wins most elections. The difference in initial ambiguity beliefs is apparent. More interestingly, 
we observe that the impact of increasing the starting age is exceptionally high. This effect is expected since our model increases belief 
persistence with the amount of evidence one receives. Therefore, left and centre-party voters tend to change their opinions since their 
initial beliefs are more ambiguous, while right-party voters eventually act as persuaders. We also observe that the more connected a 
network gets, the differences become less noticeable. This indicates that network bottlenecks work in favor of the party that is more 
certain of herself. Finally, we observe that initial ambiguity helps the party that is certain of themselves (see [25] for an opinion 
19

dynamics paper that shows under which conditions polarization benefits the majority candidate).
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Algorithm 6 Frequentist rule with three parties.

1: A network  is randomly generated via Barabasi-Albert algorithm;

2: for every time step 𝑡 do

3: A proportion 𝜋 of links is selected randomly;

4: for every selected link 𝑖𝑗 do

5: Agent 𝑖 sends signal 𝑋 ⊆Ω to agent 𝑗 with probability 𝑚𝑖
𝑡−1(𝑋)

6: Agent 𝑗 sends signal 𝑌 ⊆Ω to agent 𝑖 with probability 𝑚𝑖
𝑡−1(𝑌 )

7: 𝑚𝑖
𝑡
(𝑍) is computed by Eq. (11) with 𝑒𝑡 =𝑋 and 𝑚𝑖

𝑡−1 , ∀𝑍 ;

8: 𝑚𝑗
𝑡 (𝑍) is computed by Eq. (11) with 𝑒𝑡 = 𝑌 and 𝑚𝑗

𝑡−1 , ∀𝑍 ;

9: end for

10: end for

Fig. 6. The effect of initial age, ambiguity, and network connectivity. In the benchmark model, k=1, starting age is 10, and initial 𝑚(Ω) is low for all agents.

5. Concluding remarks

Dempster-Shafer Theory in opinion dynamics had been relatively barren, with an emerging interest in the last decade [26,27,24]. 
So far, to our knowledge, our paper is the first study that creates a frequentist model in DST. We study two approaches created in 
the works of literature of Bayesian and non-Bayesian models, using various update rules in DST. We show that DST is strong and 
20

versatile enough to generate various phenomena of social networks.
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Climate change was a polarized topic of discussion in the mid-late twentieth century. However, the number of people who 
believe that climate change is real and that humans are the leading cause is increasing over time [28]. Ethical discussions like 
abortion [29] or political discussions like fraud in elections, however, cause significant polarization in the population, which we do 
not observe vanishing. Our preliminary results predict this behavior: agents tend to form a consensus on issues with a constant source 
of meaningful, accurate information. Meanwhile, a social issue without a definitive true answer creates significant polarization. To 
summarize, nature eventually acts as a persistent persuader, which has been shown to prevail.

Furthermore, the ambiguity of the evidence changes behavior depending on whether there is communication or not. When there 
is no communication, agents realize that the evidence is mostly noise. However, communication polarises the community, and agents 
start believing they are entirely correct and there is no ambiguity. The combination rule might cause the violation of belief persistence

[30] when two agents with vastly different opinions collide. The proposed model is similar to subtle belief update methodologies 
observed in heuristic-based models, where agents take one step towards others instead of immediately meeting somewhere in the 
middle. Hence, this approach is immune to the violation of belief persistence.
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Appendix A. Application of Dirichlet distribution

The Dirichlet distribution is a generalization of the beta distribution to higher dimensions and is commonly used in Bayesian 
statistics for generating random probability vectors that sum to 1 [31,32]. We use these distributions in this study for the construction 
of priors in Section 4. Formally, the Dirichlet distribution, denoted as Dir(𝛼1, … , 𝛼𝐾 ) for a 𝐾 − 1 dimensional simplex, is a family of 
continuous multivariate probability distributions parameterized by a vector 𝛼 = (𝛼1, … , 𝛼𝐾 ) of positive reals.

𝑓 (𝑥1, 𝑥2,… , 𝑥𝐾 ;𝛼1, 𝛼2,… , 𝛼𝐾 ) =
1

𝐵(𝛼)

𝐾∏
𝑖=1

𝑥
𝛼𝑖−1
𝑖 (A.1)

where 𝑥1, 𝑥2, … , 𝑥𝐾 are non-negative real numbers that sum to 1 (
∑𝐾

𝑖 𝑥𝑖 = 1), and 𝐵(𝛼) is the multinomial beta function, which 
serves as a normalization constant to ensure that the total probability integrates to 1. The function 𝐵(𝛼) is defined as:

𝐵(𝛼) =
∏𝐾

𝑖=1 Γ(𝛼𝑖)

Γ
(∑𝐾

𝑖=1 𝛼𝑖

) (A.2)

where Γ(⋅) denotes the gamma function. Its suitability for our model is based on two properties:

1. Conformity to normalization constraint: Given the requirement in DST that the sum of masses across all subsets of the 
frame of discernment must be unity, the Dirichlet distribution is apt due to its inherent property of generating vectors: 
𝑚0 = (𝑚0(𝑋1), … , 𝑚0(𝑋𝐾 )) where 

∑𝐾
𝑖=1𝑚0(𝑋𝑖) = 1, 𝑋 ⊆Ω.

2. Flexibility in encoding beliefs: The parameters 𝛼𝑖 of the Dirichlet distribution directly influence the distribution’s shape, allowing 
for modeling a wide range of initial belief states. This is vital in representing diverse agent perspectives in DST, where 𝛼𝑖
essentially controls the agent’s initial confidence in the corresponding outcome.

Let Ω = {𝐴, 𝐵}, in order to create a prior mass 𝑚0 = {𝑚(∅), 𝑚({𝑎}), 𝑚({𝑏}), 𝑚(Ω)}, we use a Dirichlet distribution with parameters 
(𝛼𝑎, 𝛼𝑏, 𝛼Ω). Please note that we assume 𝛼∅ = 0 due to the closed-world hypothesis.

In Section 4, we first create agents randomly in Algorithms 1, 2, 3, 4, and 5. In these models, we have a power set 2Ω =
{∅, {Climate change is real}, {It is not real}, {Either can be true}} = {∅, {𝐴}, {𝐵}, Ω}. We assume that an agent will always consider 
21

𝛼 = 1 for all non-empty set events, e.g., 𝛼 = (1, 1, 1) (we omit the case of the empty set for the sake of simplification). On the other 
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Fig. A.7. Each triangle represents a 2-simplex where each point inside is a vector (𝐴,𝐵,Ω), where 𝐴+𝐵 +Ω= 1.

hand, in Algorithm 6, we assume biased agents towards one of the outcomes. Let Ω = {𝑙, 𝑐, 𝑟}; for example, a voter who supports the 
right party with almost full certainty would have a prior selected from a distribution with parameters 𝛼 = (0.1, 0.1, 20, 0.1, 0.1, 0.1, 0.1), 
while a voter who hates the right party while being indifferent between left and center parties would have a prior selected from 
𝛼 = (0.1, 0.1, 0.1, 20, 0.1, 0.1, 0.1, 0.1).

To illustrate how different Dirichlet parameters lead to different distributions, we generate four different plots in Fig. A.7. All 
parameters are equal in Figs. A.7a and A.7b. It is possible to see that 𝛼 = (1, 1, 1) from Fig. A.7b is equivalent to a multivariate 
uniform distribution, where all points are equally likely. In contrast, 𝛼 = (5, 5, 5) from Fig. A.7a causes more central points to be 
selected. Then, we create two plots where the distribution favors one of the outcomes in Figs. A.7c and A.7d. We observe that many 
agents from Fig. A.7c have beliefs that are still close to the center, while Fig. A.7d causes all agents to be biased. In this paper, we 
used parameters from Fig. A.7b for unbiased agents and those from Fig. A.7d for biased agents.

Appendix B. Persistence of nature

In Section 4, we used several parameter combinations to explain the emergent behavior that arises from various frequentist and 
combinatory rules. Here, we give an example where we study how the persistence and strength of nature impact the model. Using 
Algorithm 1, we study three parameters. Figs. B.8a, B.8b, and B.8c use 𝑝 = 0.525, a value close to 0.5, where nature sends a signal 
suggesting climate change is real almost half the time. Then, we slowly increase this value to first 0.55 in Figs. B.8d, B.8e, and B.8f 
and then to 0.6 in Figs. B.8g, B.8h, and B.8i.

We observe that agents almost fully polarize when 𝑝 = 0.525. This result is not surprising, since the evidence sent by nature is 
almost noise. When the evidence from nature is almost convincing, we observe that a group of agents stay radical, and they continue 
not believing in climate change. The reason their beliefs are not being affected by nature is due to the strength of Dempster’s rule 
being overwhelmingly self-reinforcing. We observe that some agents get closer to the center over time when they do not communicate 
with their neighbors for a while, and then they are immediately brought back to being radical. Over time, frequentist rule causes 
22

their beliefs to be more stiffed against evidence from nature.
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Fig. B.8. Each of these figures is created via Algorithm 1.
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