
Early Exit Strategies for Approximate 𝑘-NN Search in Dense
Retrieval

Francesco Busolin
∗

Ca’ Foscari University

Venice, Italy

Claudio Lucchese

Ca’ Foscari University

Venice, Italy

Franco Maria Nardini

ISTI-CNR

Pisa, Italy

Salvatore Orlando

Ca’ Foscari University

Venice, Italy

Raffaele Perego

ISTI-CNR

Pisa, Italy

Salvatore Trani

ISTI-CNR

Pisa, Italy

Abstract
Learned dense representations are a popular family of techniques

for encoding queries and documents using high-dimensional em-

beddings, which enable retrieval by performing approximate 𝑘

nearest-neighbors search (A-𝑘NN). A popular technique for mak-

ing A-𝑘NN search efficient is based on a two-level index, where

the embeddings of documents are clustered offline and, at query

processing, a fixed number 𝑁 of clusters closest to the query is

visited exhaustively to compute the result set.

In this paper, we build upon state-of-the-art for early exit A-

𝑘NN and propose an unsupervised method based on the notion

of patience, which can reach competitive effectiveness with large

efficiency gains. Moreover, we discuss a cascade approach where

we first identify queries that find their nearest neighbor within the

closest 𝜏 ≪ 𝑁 clusters, and then we decide how many more to

visit based on our patience approach or other state-of-the-art strate-

gies. Reproducible experiments employing state-of-the-art dense

retrieval models and publicly available resources show that our

techniques improve the A-𝑘NN efficiency with up to 5× speedups

while achieving negligible effectiveness losses. All the code used is

available at https://github.com/francescobusolin/faiss_pEE.
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1 Introduction
The recent developments in pretrained large languagemodels (PLM)

have shown the effectiveness of learned representations for many

tasks, including ad-hoc text retrieval. In this context, one common

approach relies on learned “dense” representations, where neural

encoders are used to independently compute query and document

representations in the same latent vector space. So far, two different

kinds of dense representation have emerged: single-vector repre-
sentations, where queries and documents are encoded with a single

embedding [12, 14, 16, 27, 34, 37, 39], and multi-vector representa-
tions, where, conversely, questions and documents are represented

with multiple embeddings [11, 18, 28, 29].

We focus on state-of-the-art single-vector representations. Given

a collection of pre-computed document embeddings, retrieval of

relevant documents for a query embedding becomes finding the set

of documents that maximizes a similarity score, e.g., inner product,

or minimizes a distance, e.g., Euclidean distance. Top-𝑘 retrieval

thus becomes the problem of finding the 𝑘 closest objects to the

query in the multidimensional latent vector space, i.e., the 𝑘 nearest

neighbors (𝑘-NN) points.

RelatedWork.Approximate 𝑘 nearest neighbors search techniques

trade-off accuracy for efficiency by avoiding scanning the entire

collection thus accepting some loss in result quality [8, 20, 22, 30].

Indexing data structures for efficient A-𝑘NN search rely on quantiza-

tion or hashing/binning techniques [1, 25]. They typically partition

the data points into disjoint clusters and perform a two-step search.

First, the 𝑁 clusters whose centroids turn out to be closest to the

query are identified, where 𝑁 is a static A-𝑘NN hyperparameter

commonly called number of probes. Second, these 𝑁 closest clusters

are visited exhaustively to identify the 𝑘 closest data points to the

query vector. The computational cost of A-𝑘NN is proportional to

the number and cardinality of the clusters visited, while the approx-

imation error of the results retrieved decreases by increasing the

number of clusters visited.

To further reduce the computational cost of A-𝑘NN, Li et al. [19]
proposed an adaptive A-𝑘NN technique that dynamically chooses

the number of clusters to probe on a per-query basis. The rationale

of this strategy is to reduce the average query latency by limiting

the number of clusters visited for easy queries, compared to the

common A-𝑘NN strategy that always probes a fixed number 𝑁 of

clusters for all queries. The technique relies on a learned regression

model to estimate the number of probes and may be classified as

an early-exit method for A-𝑘NN, as it aims to stop the inspection
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Figure 1: Average intersection size between consecutive result
sets. The shaded area shows the region between the 5th and
95th percentile. The subdivision into Exit and Continue is
obtained with 𝜏 = 10.

of the clusters before reaching the 𝑁 𝑡ℎ
one. Other early-exit strate-

gies for ad-hoc search have been investigated earlier [3–5, 35, 36].

Specifically, these strategies focus on document re-ranking with

learning-to-rank models based on additive ensembles of regres-

sion trees and passage re-ranking models based on pre-trained

language models. All these proposals aim to improve efficiency by

selectively stopping the scoring process for documents that are

likely not included among the top-𝑘 ones. In this paper, we fur-

ther elaborate the method proposed by Li et al. [19] to introduce

adaptiveness into the A-𝑘NN algorithms by proposing novel early-

exit methods for retrieval systems based on state-of-the-art single-

representation dense models. Reproducible experiments conducted

using three state-of-the-art dense representations, i.e., STAR [39],

CONTRIEVER [14], and TAS-B [12] on theMS-MARCO dataset [24]

show that our techniques improve the retrieval efficiency with

speedups ranging from 4.71× to 5.27× over the FAISS-based [15]

A-𝑘NN baseline.

2 Problem Statement & Methodology
Problem Statement. Given a collection of embeddings D ⊂ R𝑛
and a query 𝑞 embedded in the same latent space, we aim at iden-

tifying the 𝑘 elements in D that are closest to 𝑞 according to a

similarity score 𝜎 (𝑞, 𝑑). In the case of dense retrieval models, the

latent space is learned, and the function 𝜎 (𝑞, 𝑑) becomes a proxy

of query-document relevance. Therefore, the set 𝑘NN(𝑞,D) com-

puted using 𝜎 likely includes the 𝑘 most relevant documents for 𝑞.

However, computing the exact result set 𝑘NN(𝑞,D) can become

computationally very expensive with large datasets composed of

high dimensional vectors [13, 21, 33]. Thus, practical search sys-

tems commonly exploit approximate A-𝑘NN algorithms, which rely

on a precomputed partition of D, and probe only the small subset

of 𝑁 clusters whose centroids are the most similar to the query.

Let Q be a set of queries and 𝑞𝑖 ∈ Q be a generic query. We

denote by 𝑑𝑖 the document of D the most similar to 𝑞𝑖 retrieved

by an A-𝑘NN algorithm for a fixed number of probes 𝑁 , i.e., 𝑑𝑖 =

A-1NN(𝑞𝑖 ,D). We also denote by 𝑑𝑖
∗
the actual document of D

most similar to 𝑞𝑖 computed by a brute-force method exhaustively

searching D. If 𝑑𝑖 = 𝑑𝑖
∗
, the A-𝑘NN algorithm can identify the

document of D with the highest similarity to 𝑞𝑖 .

Given the retrieval task addressed with A-𝑘NN, we can measure

the recall of a result set A-𝑘NN(𝑞𝑖 ,D) of 𝑘 denoted by 𝑅∗@𝑘 or

𝑅@𝑘 , respectively. The former is computed against the exact result
set 𝑘NN(𝑞𝑖 ,D), whereas the latter by considering the set of relevant
documents for a query as identified by human assessors. Specifically,

we denote by 𝑅∗@1(𝑞𝑖 ) the recall at cutoff 1 using the exact 𝑘NN

algorithm, i.e., 𝑅∗@1(𝑞𝑖 ) = 1.0 if𝑑𝑖 = 𝑑𝑖
∗
, and 0 otherwise. Also, we

simply denote by 𝑅∗@1 the average recall, i.e.,

∑
𝑖 𝑅

∗
@1(𝑞𝑖 )/|Q|.

A good practice in A-𝑘NN algorithms is to set 𝑁 as the minimum

number of probes so that 𝑅∗@1 ≥ 𝜌 , 𝜌 ∈ [0, 1] [19]. For example,

𝜌 = 0.95 means that at least 95% of the queries of Q returns 𝑑𝑖
∗

as the most similar document to 𝑞𝑖 . We can surely fix a very large

value of 𝑁 such that 𝑅∗@1 = 1.0, but this would severely hinder

query processing efficiency. To make the A-𝑘NN algorithm efficient

without hampering too much effectiveness, we now discuss the

baseline by Li et al. [19] and our proposed techniques to make A-

𝑘NN adaptive for the different queries 𝑞𝑖 ∈ Q. We call this family of

techniques Adaptive Approximate 𝑘NN methods, as they visit the

clusters ordered by similarity to a query 𝑞𝑖 , but adaptively choose,

for each query, the best number of clusters to probe. The hyper-

parameter 𝑁 of A-𝑘NN is still used in the adaptive techniques as an

upper bound of the number of clusters to visit by any given query.

Regression Approach. The regression-based approach proposed

by Li et al. [19], which we call Reg, adaptively estimates the number

𝑟 (𝑞𝑖 ) of probes to process a query 𝑞𝑖 , where 𝑟 (𝑞𝑖 ) ≤ 𝑁 . To train

and test the regression model, the query set Q is subdivided into

train/validation/test partitions, and a golden standard 𝐶 (𝑞𝑖 ) is as-
sociated with each 𝑞𝑖 , where 𝐶 (𝑞𝑖 ) ≤ 𝑁 is the minimum number

of clusters to probe to find its closest vector 𝑑𝑖
∗ ∈ D. If 𝑑𝑖

∗
cannot

be found in the 𝑁 closest clusters, 𝐶 (𝑞𝑖 ) = 𝑁 . It is worth noting

that some features needed by the regression model depend on the

𝑘 neighbors obtained after a partial search; these features are re-

ported in groups (1), (2), and (3) of Table 1. To this end, besides 𝑁 ,

we introduce the positive parameter 𝜏 , with 𝜏 ≪ 𝑁 , that controls

the number of clusters to visit by all queries to extract the features.

Generally, small values of 𝜏 would improve the overall efficiency

at the expense of the effectiveness of the predictions. Due to the

imbalance of the dataset, characterized by a large fraction of queries

that need to probe very few clusters, the learned regression model

struggles to accurately predict the value of 𝐶 (𝑞𝑖 ).
Patience-based Approach. The notion of patience has been long

and widely explored for many tasks, primarily to prevent over-

fitting duringmodel training [6, 23, 26, 38] and for early termination

of inference [9, 10, 31, 32, 40–42]. We now discuss how to make

use of a patience-based method to early-terminate A-𝑘NN. During

the iterative visit to the 𝑁 clusters sorted by similarity to query

𝑞𝑖 , the 𝑘NN(𝑞𝑖 ,D) result set is progressively updated. Let 𝑅𝑆ℎ (𝑞𝑖 )
be the result set of the 𝑘 documents obtained after visiting the

first ℎ clusters. Let 𝜙ℎ (𝑞𝑖 ) be the size, expressed in percentage, of
the intersection between 𝑅𝑆ℎ (𝑞𝑖 ) and the previous results set at

iteration ℎ − 1, i.e., 𝜙ℎ (𝑞𝑖 ) = 100 · |𝑅𝑆ℎ−1 (𝑞𝑖 ) ∩ 𝑅𝑆ℎ (𝑞𝑖 ) |/𝑘 .
Figure 1 (left) plots 𝜙ℎ , which is the mean 𝜙ℎ (𝑞𝑖 ) for all the

query 𝑞𝑖 ∈ Q. After around 30 clusters, the average 𝜙ℎ saturates

and quickly approaches 100%. This saturation phenomenon sug-

gests we can stop the visit of further clusters when the result set

does not change by much for a given number Δ of iterations, e.g.,

when 𝜙ℎ (𝑞𝑖 ) ≥ Φ ∈ [90, 100] for Δ consecutive iterations. In other

words, we stop the evaluation of 𝑞𝑖 if, for Δ consecutive iterations,
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visiting the next cluster keeps at least Φ% of the 𝑘 closest documents

unchanged. The effectiveness of this heuristic still depends on the

cluster ℎ on which we stop the iterative search, which hopefully

should be equal to or slightly greater than 𝐶 (𝑞𝑖 ).
Classification Approach. To introduce this further technique,

we briefly discuss the frequency distribution of the labels 𝐶 (𝑞𝑖 ).
Independently of the dense encoders adopted, we can observe that

𝐶 (𝑞) follows a power-law distribution, where approximately 50%

of all the queries in Q need to explore just the closest cluster to

find and return their nearest neighbors, i.e., for about 50% of all the

queries we have that𝐶 (𝑞𝑖 ) = 1. Moreover, about 80% of the queries

𝑞𝑖 ∈ Q only need to probe at most 10 clusters to find 𝑑𝑖
∗
.

From this analysis, since most queries need only a handful of

clusters to retrieve their nearest neighbor document, we could take

advantage of a classifier aimed to early identify those queries. To

this end, we reuse 𝜏 , to stop at the 𝜏𝑡ℎ cluster the processing of all

queries 𝑞𝑖 for which 𝐶 (𝑞𝑖 ) ≤ 𝜏 , and proceed until 𝑁 for the others.

To prepare the training/validation/test dataset for the classifier, we

thus need to relabel the queries: a query 𝑞𝑖 is thus labeled as Exit
if 𝐶 (𝑞𝑖 ) ≤ 𝜏 , and as Continue otherwise. Since the queries labeled
as Exit form the majority class, we rebalance the two classes using

SMOTE [7].

Figure 1 (right) plots the average value 𝜙ℎ as a function of the

cluster visited. Indeed, we plot two curves, each relative to the

queries labeled either Exit or Continue when 𝜏 = 10. We observe

how 𝜙ℎ soon becomes saturated, approaching 100% in both cases.

Still, the curves are well separated. Also, on average, the Exit curve
shows an earlier saturation than the other and is more stable as it

has less variability. This also suggests that patience-based features

can be effective for our classification task. As such, we added these

features to the ones described by Li et al. [19] to train the classifica-

tion and the regression models. The full set of features is detailed

in Table 1.

Cascade Approach. If a pure classifier can successfully detect

which queries have to early exit at the 𝜏𝑡ℎ cluster, the natural

follow-up question would be about what to do with the remaining

Continue queries. A possible answer is a cascade technique, aimed

to early stop the processing of these queries possibly before the

𝑁 𝑡ℎ
cluster. Specifically, we employ either a regression-based or a

patience-based method for this second cascade stage, where the first

stage is the classifier. In this framework, note that between False
Exit and False Continue, only the former can affect effectiveness

since the classifier stops processing 𝑞𝑖 even though 𝑑𝑖
∗
has not yet

met. The latter only reduces efficiency, as the processing of 𝑞𝑖 is not

stopped and only ends when all the 𝑁 clusters have been explored.

When we train the classifier, we are more interested in reducing

the False Exits as not to penalize effectiveness. So, in addition to

using SMOTE, we also increase the training penalty of a False Exit
by weighting by a factor𝑤 ≥ 1 the instances of the Exit class. This
weighting strategy is particularly advantageous within a cascade

approach, where a large amount of False Continues can be early-

stopped by the next cascade stage.

3 Experimental Evaluation
The experiments discussed in this section aim to answer the fol-

lowing research questions:

Table 1: Features used by the learned methods. Reg [19] uses
groups (1), (2), and (3), while Reg+𝑖𝑛𝑡 and the Classifier em-
ploy all the features.

Type Feature Description

Query
(1)

768 query values the query vector

Centroid
(2) 𝜎 (𝑞, 𝑐ℎ ) similarities of query to

ℎ ∈ {1..𝜏 } ∪ {10, 20, ..., 100} ℎ-th closest centroid

Result

after 𝜏

clusters
(3)

𝜎𝜏 (𝑞,𝑑1 ) max doc. similarity

𝜎𝜏 (𝑞,𝑑𝑘 ) 𝑘-th doc. similarity

𝜎𝜏 (𝑞,𝑑1 ) / 𝜎𝜏 (𝑞,𝑑𝑘 ) ratio of max and

𝑘-th doc. similarities

𝜎𝜏 (𝑞,𝑑1 ) / 𝜎 (𝑞, 𝑐1 ) ratio of similarities of

closest doc. and centroid

Stability
(4)

|𝑅𝑆ℎ−1 (𝑞𝑖 ) ∩ 𝑅𝑆ℎ (𝑞𝑖 ) |/𝑘 intersections between

ℎ ∈ {2, ..., 𝜏 } consecutive results

|𝑅𝑆1 (𝑞𝑖 ) ∩ 𝑅𝑆ℎ (𝑞𝑖 ) |/𝑘 intersections with

with ℎ ∈ {2, ..., 𝜏 } first result

RQ1: Does a heuristic patience-based method differ significantly

from a learned regression-based one?

RQ2: Can a cascade method improve single-stage approaches?

Experimental Settings. We experiment on the publicMS-MARCO
(MAchine Reading COmprehension) Passage (ver. 1) dataset [24].

We encode documents and queries in one 768-dimensional dense

vector using STAR [39], CONTRIEVER [14], and TAS-B [12], gen-

erating a single embedding for each document and query in the

collection. In this way, we build three collections of ∼8.8M vectors.

We divide the 101,093 queries into three sets to train our models.

For testing, we use the official 6,980 judged subset given by the

MS-MARCO maintainers
1
, whereas for training and validation we

divide the remaining 94,113 queries into training (67%) and valida-

tion set (33%). We use FAISS [15] to efficiently index and retrieve

passages encoded as dense vectors. Specifically, we build three IVF

two-level indexes to partition the collections in 65,536 clusters
2

each, based on the inner product between vectors.

Similar to Li et al. [19], we build our regression and classification

models using small additive forests of 100 trees using LightGBM [17]

and use HyperOPT [2] for hyperparameter tuning with an early

stopping window set to 10.

In particular, we modified FAISS 1.7.4 and used as-is openBLAS

0.3.26 and LightGBM 4.3.0. All our experiments were performed on

a machine with 504 GB of memory and two Intel Xeon Platinum

8276L CPU @ 2.20GHz with 56 physical cores. To ensure accurate

measurement of the execution time, we conduct each experiment 6

times in a row, discard the initial run, and then calculate the average

execution time as the average of the remaining 5 runs.

Parameter Selection. Due to space considerations, we forego a com-

prehensive discussion of all the parameter selections and present a

brief summary of the process followed to tune them. First, for all

techniques, we set the parameter 𝑘 , i.e., the size of the result set, to

100. We tuned parameter 𝜏 in {2, 5, 8, 10, 12, 15} for the classifier and
the regression model. The value 𝜏 = 10 consistently provides a good

1dev/small: ir-datasets.com/msmarco-passage.html#msmarco-passage/dev

2
We use the smallest power of two greater than 16 ×

√︁
|D | = 16 ×

√
∼8.8M.
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trade-off between effectiveness and efficiency. Then, to compare

the methods, we align our proposals’ effectiveness to that obtained

by Reg [19]; we do so by choosing our parameters to minimize the

scoring time and, at the same time, match the 𝑅∗@1 obtained by

Reg. For example, considering STAR, Reg achieves 𝑅∗@1 = 0.93.

Thus, we select our parameters to obtain the lowest execution times

that show a 𝑅∗@1 ≥ 0.93. To penalize the prediction of False Exits,
we increase the instance weight𝑤 of the Exit class during the clas-

sifier’s training. We tried with 1, the default option, 3, 5, and 7, and

observed that 3 permits to match Reg with STAR and TAS-B, while

for CONTRIEVER we use 7. We evaluated our patience-based strat-

egy by trying different values of Δ and Φ, i.e., Δ ∈ {5, 7, 10, 12, 14},
and Φ ∈ {90%, 95%, 100%}. Ultimately, we chose Δ = 7 for STAR,

Δ = 12 for CONTRIEVER, and Δ = 14 for TAS-B. Finally, we set

the tolerance Φ = 95% for all of them.

Discussion. The experimental results are reported in Table 2, sub-

divided into three blocks, each associated with a different encoder

(STAR, CONTRIEVER, and TAS-B). The first two rows of each block

report the results obtained by the two baselines, namely A-𝑘NN

and the Adaptive A-𝑘NN using Reg [19]. Following the method-

ology of Li et al. [19], we choose the minimum value of 𝑁 that

allows A-𝑘NN to achieve a given 𝑅∗@1: we chose 𝑅∗@1 = 95% and

thus denote the strategy by A-𝑘NN95. For example, considering

STAR, A-𝑘NN95 reaches 𝑅
∗
@1 = 95% when all queries in Q are

processed by always exploring the 𝑁 = 80 closest clusters. The

metrics 𝑅@100 and𝑚𝑅𝑅@10 refer instead to the MSMARCO rele-

vant passages, thus estimating the "real" effectiveness of the ranked

result set. Finally, 𝐶 and T are the per-query average number of

clusters probed and measured execution times (in ms), whereas Sp
is the speedup obtained over the baseline A-𝑘NN95. In the third row

of each table block, we report the results of an additional baseline

denoted as Reg+𝑖𝑛𝑡 . Reg+𝑖𝑛𝑡 is obtained by adding to the feature

set of Reg the ones related to the stability of the result set, i.e.,

the features based on the intersection of the result sets inspired

by our patience-based heuristic technique. As regards RQ1, the
patience-based heuristic technique, denoted by PatienceΔ=𝑥 , does

not significantly differ from the Reg-based competitors in terms

of effectiveness. However, our technique is much more efficient,

with speedups ranging from 2.95× to 5.13×. The shorter processing
times compared to both the Reg-based approaches are primarily

due to the fewer clusters probed, as PatienceΔ=𝑥 visits, on aver-

age, between 35 and 84 fewer clusters per query, depending on the

Reg version and encoder used. As expected, the classifier-based

approach, where the training instances are weighted, can reduce

the False Exits and is non-significantly worse than A-𝑘NN95 for all

three encoders.

Finally we answer RQ2, by observing that a cascade method can

increase, sometimes substantially, the efficiency of a non-cascade

one. In particular, we compare a pure Reg+𝑖𝑛𝑡 and a pure patience-
based early exit method with the corresponding cascade ones. For

example, if we consider STAR, the relative speedups of the two cas-

cade methods over the non-cascade ones are 1.89× and 1.39×. Anal-
ogously, with CONTRIEVER, we observe that the relative speedups

of the cascade method over a pure Reg+𝑖𝑛𝑡 and our patience-based
strategy are 2.19× and 1.52×. Conversely, with TAS-B, we observe

speedups of only 1.26× and 1.10×. However, we observe that the ef-
fectiveness of cascade methods generally degrades, thus becoming

significantly worse than A-𝑘NN95, with the only exception being

the cascade using Reg+𝑖𝑛𝑡 on TAS-B. In conclusion, the more effec-

tive encoders CONTRIEVER and TAS-B need a large value of 𝑁 to

allow A-𝑘NN to reach 𝑅∗@1 = 0.95. Thus, both can benefit greatly

from adaptive methods that permit to inspect, on average, much

less than 𝑁 clusters. For these two encoders, a pure patience-based
heuristic can achieve speedups of 4.04× and 5.13×, getting a value

of mRR@10 comparable to the one obtained by A-𝑘NN95, while

the corresponding cascade method further improves the speedup

at the cost of lower effectiveness.

Table 2: Effectiveness/efficiency results. Statistical signifi-
cance onmRR@10 for the EE strategy against the correspond-
ing A-𝑘NN95 is tested with a pairwise t-test with Bonferroni
correction (* and ** indicate p-values of < 0.05 and < 0.01).

𝑅∗
@1 R@100 mRR@10 T (ms) 𝐶 Sp

S
T
A
R

(
𝑁

=
8
0
)

A-𝑘NN95 0.951 0.791 0.296 0.835 80.0 1.00

Reg [19] 0.932 0.769 0.291 0.737 69.6 1.13

Reg+𝑖𝑛𝑡 0.934 0.769 0.291 0.616 53.9 1.36

PatienceΔ=7 0.933 0.772 0.291 0.283 18.7 2.95

Classifier 0.916 0.751 0.284** 0.338 25.1 2.47

Classifier𝑤=3 0.930 0.763 0.289 0.305 24.2 2.74

+ Reg+𝑖𝑛𝑡 0.922 0.756 0.287* 0.325 23.5 2.57

+ PatienceΔ=7 0.918 0.753 0.286* 0.203 12.2 4.11

C
O
N
T
R
I
E
V
E
R

(
N
=
1
4
0
)

A-𝑘NN95 0.950 0.834 0.316 1.392 140.0 1.00

Reg [19] 0.933 0.811 0.310 1.178 118.6 1.18

Reg+𝑖𝑛𝑡 0.939 0.817 0.313 0.969 97.9 1.44

PatienceΔ=12 0.933 0.812 0.310 0.345 23.1 4.04

Classifier 0.911 0.787 0.302** 0.354 25.9 3.93

Classifier𝑤=7 0.939 0.819 0.311 0.522 52.8 2.67

+ Reg+𝑖𝑛𝑡 0.930 0.807 0.308* 0.442 36.9 3.15

+ PatienceΔ=12 0.925 0.801 0.306* 0.227 13.6 6.13

T
A
S
-
B

(
𝑁

=
1
9
0
)

A-𝑘NN95 0.951 0.826 0.323 2.027 190.0 1.00

Reg [19] 0.920 0.796 0.315 1.655 123.1 1.22

Reg+𝑖𝑛𝑡 0.928 0.799 0.316 1.265 111.9 1.60

PatienceΔ=14 0.921 0.798 0.314 0.395 28.3 5.13

Classifier 0.905 0.773 0.306** 0.635 49.2 3.19

Classifier𝑤=3 0.926 0.792 0.315 1.207 118.5 1.68

+ Reg+𝑖𝑛𝑡 0.915 0.780 0.312 1.007 81.9 2.01

+ PatienceΔ=14 0.903 0.772 0.307* 0.356 22.1 5.69

4 Conclusions
This work addresses adaptive A-𝑘NN in the context of dense, single-

representation retrieval. We presented a simple, fast, and adaptable

heuristic method based on the concept of patience that can achieve

the same effectiveness as learned regression-based approaches with

lower evaluation times and higher speedups. In future work, we

will explore the behavior of clustered indexes when reducing the

approximation tolerance with respect to an exact, exhaustive search.

We observe that as we increase the number of clusters, the mar-

gin between our patience approach and the Reg-based approaches

increases, and it is not clear if that is due entirely to the different

encoders we considered or if it is a more general pattern.
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