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Confirmed or Dropped? Reliability Analysis of
Transactions in PoW Blockchains

Ivan Malakhov , Andrea Marin , Senior Member, IEEE, Sabina Rossi , and Daniel Sadoc Menasché

Abstract—Blockchains based on Proof-of-Work (PoW) have in-
troduced a new paradigm for distributed ledgers on the Web. In
these systems, transactions compete to obtain a position inside the
new blocks by offering a fee to be confirmed before others. A finite
amount of memory is devoted to store unconfirmed transactions,
called Mempool. When new transactions arrive and the Mempool is
full, silent droppings of the cheapest unconfirmed transactions oc-
cur, without any notification to the owners. This challenge becomes
particularly pressing as users have the freedom to append various
types of data to the blockchain, including large media files, leading
to swift Mempool depletion. In this article, we study the reliability of
PoW blockchains from a user perspective. We provide a numerical
model to answer the question: What is the probability of confirmation
for a transaction offering a fee f when the system is in a certain
state? Our model allows blockchain-based applications to analyse
the trade-off between running costs and reliability, i.e., fees offered
for the transactions and probability that the transactions will be
eventually confirmed. The proposed method is proactive and does
not require historical data on dropped transactions that, in fact,
are not logged anywhere in the blockchain. This article presents
significant contributions, summarized as follows: (i) the introduc-
tion of a stochastic model and its efficient solution for analyzing
dropping probability in blockchain systems; (ii) validation of the
model through real traces extracted from the Bitcoin blockchain.

Index Terms—Blockchain, PoW, reliability analysis, markovian
models.

I. INTRODUCTION

B LOCKCHAINS are distributed ledgers that store transac-
tions clustered into blocks. A network of peers validates,

stores, and guarantees the immutability of information according
to some algorithms that characterize the blockchains. Hence-
forth, we will focus on the most popular class of blockchains,
i.e., those inspired by Nakamoto’s Proof-of-Work (PoW), as
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implemented in Bitcoin1 and other networks, such as Bitcoin
cash2, Litecoin3 and Ethereum Classic4.

Transactions are added to blocks by special users called
miners and are selected from a queue of pending transactions,
namely the Mempool, according to an auction-based policy.
Each block is usually formed with the transactions offering the
highest ratios of fee per byte. The particular policy adopted by
Bitcoin is described in Section II. However, when the number
of pending transactions exceeds a certain threshold the least
valuable transactions are evicted and will not be included in the
blockchain unless they are rebroadcasted later with a possibly
higher fee.

The challenge of dealing with large Mempools becomes par-
ticularly pressing as users have the freedom to append various
types of data to the blockchain, including large media files,
leading to swift Mempool depletion. As an example, between
February and May of 2023, the Bitcoin network was flooded
with transactions with very low ratios of fee per byte (with an
average around 5 sat/B). This phenomenon was caused by an
implementation of fungible tokens, such as BRC-20 [1], similar
in spirit to the ERC-20 Ethereum tokens5. Roughly speaking,
such extensions allow Bitcoin clients to attach a large amount of
information to each individual satoshi in the network, thanks to
the Ordinals protocol6. As a consequence, we observe that the
Mempool is continuously filled with transactions that transfer
satoshis “inscribed” with user data, causing delays and dropping
of transactions.

To assess the extent to which the dropping of transactions
impacts the real Bitcoin network, we leverage more than six
years of data monitored from the Bitcoin blockchain, with a
modified mining tool that has a virtually infinite Mempool.
Comparing the virtual Mempool against the actual one, we
determine the fraction of transactions that were dropped. Figs. 1
and 2 show the states of the Mempools with default and infi-
nite capacity, respectively, between April and May 2023 [13].
The data is categorized into various fee tiers, in satoshis per
byte. The bottommost colored segment represents transactions
that offer the least amount of satoshis per byte. Clearly, more
than 50% of the infinite Mempool is occupied most of the time by

1https://bitcoin.org
2https://bitcoincash.org
3https://litecoin.org
4https://ethereumclassic.org
5https://ethereum.org/en/developers/docs/standards/tokens/erc-20
6https://docs.ordinals.com
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Fig. 1. Mempool occupancy per fee level of the default Mempool.

Fig. 2. Mempool occupancy per fee level of the infinite size Mempool.

low-fee transactions (with a fee below 10 sat/B). However, most
of those transactions are being effectively excluded from the
default Mempool when competing against the transactions with
higher fees. This example suggests that the transaction dropping
probability may remain significant for long periods, indicating
the relevance of determining adequate transaction fees to avoid
dropping.

Prior art: There has been substantial previous work on pre-
dicting the confirmation of Bitcoin transactions [15], [17], [18].
However, the lack of confirmation considered in most previous
works is due to invalid transactions, e.g., suspicious transactions
that may relate to double-spending are not confirmed. In this
work, in contrast, we focus on a different class of dropping,
namely the dropping due to saturation of resources which, to
the best of our knowledge, has not been considered so far. We
examine the corner case when the system is under heavy load,
i.e., the intensity of the arrival process is close or above to the
speed of service provided by miners.

Goal: Our goal is to assess the reliability of applications
based on blockchains. More precisely, in this study we propose a
method to estimate the probability of transactions to be dropped

(evicted from the Mempool) during periods of intense competi-
tion among pending transactions. Indeed, given that transaction
creators are not notified if their transactions are dropped, it is
key to understand how fees impact dropping, before transactions
are submitted. In essence, transactions with higher fees have a
lower probability of being evicted, but high fees do not bode well
with the distributed and free nature of blockchains, motivating
the following question: what is the lowest fee that should be
offered to ensure a confirmation probability higher than a given
threshold?

Contributions: Our key contributions are twofold.
Model for transaction confirmation: We provide a new, non-

trivial, generalization of the Gambler’s ruin model to answer
our main research question. To the best of our knowledge, this
is the first model that focuses on the reliability analysis of PoW
blockchains, intended as a measure of the confidence that a user
can have about the inclusion of his/her transactions in the ledger.
The model is solved with an efficient numerical algorithm that,
compared to simulation-based solutions that heavily rely on his-
torical data, allows for the optimization of the trade-off between
reliability and running costs of blockchain-based applications
with lower computational effort.

Validation using real Bitcoin data: The model is parameter-
ized with publicly known information about the state of the
blockchain: the intensity of the transaction arrival process, the
distribution of the fees offered by the transactions, the capacity
of a block, the block generation rate, and the occupancy of the
Mempool at the instant at which a transaction arrives, together
with the fee offered by the arriving transaction.

Key observations: The outcomes of our model naturally pro-
vide two major takeaways:
� User-related: As for a user creating transactions, he/she

is not always keen to learn the delay his/her transaction
has to experience until it is finally confirmed. Instead, it
can be enough for him/her to know that the transaction is
eventually accepted with a certain probability. It effectively
helps a user to optimize his/her transactions to have small
enough fees but be confirmed.

� System-related: Our model is a valuable tool for network
developers to assess and study the real-time performance
metrics of their blockchain systems, providing insights on
transaction dropping in the system under heavy load.

Outline: This paper is structured as follows. Section II pro-
vides a brief description of PoW-driven blockchains and de-
scribes the motivations of the work. Section III introduces
the analytical model. In Section IV, we validate our model
against historical data. Literature review is provided in Sec-
tion V. Section VI concludes the paper and proposes future
research directions, and Appendix A contains the proof of
Theorem 1.

II. BACKGROUND AND MOTIVATION

In this section, we briefly recall the PoW consensus algorithm
for public blockchains and introduce the reliability problem that
we intend to study.
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A. Proof of Work (PoW)

In PoW blockchains, special users called miners maintain an
entire or partial copy of the blockchain and append new blocks to
it. New blocks contain only valid transactions, where the validity
is established by the blockchain protocol. For example, in Bit-
coin, a valid transaction that moves cryptocurrency must contain
the correct spenders’ signatures and avoid double-spending. In
blockchains with smart contracts, the validation may be more
complicated and computationally intensive. In [26], the author
describes the Bitcoin PoW. PoW plays a key role in reaching
consensus among miners and guaranteeing the immutability of
the information stored in the ledger.

In PoW, each miner maintains a memory pool (using Bitcoin
terminology, a Mempool) where pending transactions are stored.
Therefore, when a user submits a new transaction to the system,
this is flooded in the peer-to-peer network of miners and they all
store it in their local Mempool.

Each miner selects a subset of the transactions in his/her
Mempool to form a candidate block. Notice that the blockchain
protocol does not enforce a policy regarding the order in which
transactions should be picked from the Mempool. Miners typ-
ically select transactions based on the ratio of offered fee per
byte, and we will account for this behavior in our reliability
analysis. All transactions in the candidate block are validated by
the miner. Then, the PoW takes place, i.e., the miner is required
to perform a certain computation (namely, to solve a puzzle) that
requires a high computational effort, but that is easy to verify.

The difficulty of the puzzle is dynamically set in such a
way that the average block generation delay is constant (e.g.,
600 seconds in Bitcoin). This property, together with the maxi-
mum block size (e.g., 1 MB for Bitcoin), imposes the maximum
theoretical throughput for the blockchain (e.g., approximately
4.5 transactions per second in Bitcoin).

PoW is a memoryless process, i.e., for each miner the proba-
bility of solving the puzzle in a certain time slot is independent
of how long he/she has been working on it. This has two conse-
quences [29]. First, the time between two consecutive block con-
solidations is independent and exponentially distributed, since
the exponential distribution is the only non-negative continu-
ous distribution that satisfies the memoryless property. Second,
the transactions in the candidate block can be changed at any
time, because restarting a new puzzle or continuing the old one
have the same probability of success.

B. The Auction Among the Transactions

Miners are rewarded for their work in two ways: they obtain a
certain amount of cryptocurrency at the block announcement and
acceptance (the coinbase transaction in Bitcoin) and they take the
fee offered by the transactions included in the block. In order
to maximize their profit, miners should order the transactions
by offered fee per byte in descending order and include in the
block the most valuable ones. This is known as the transaction
auction. Notice that, thanks to the memoryless property of the
mining process, the candidate block is always updated with the
most valuable transactions.

Given that most miners are primarily motivated by profit
maximization, and considering the significantly reduced prop-
agation delays within the network when compared against the
average mining time, it is reasonable to posit that all miners have
access to an approximately identical Mempool. Indeed, in [27]
the authors have analyzed the Bitcoin peer-to-peer network,
leading to three major findings.7 First, they found that the vast
majority of users adopt the standard Bitcoin agent. Second, a
new transaction reaches 90% of miners in 16 seconds. Third,
the block propagation delay drops from 20 seconds to reach
the entire network to less than 3 seconds to cover 90% of the
network. Comparing these timeframes against the average block
consolidation time of 600 seconds, it is reasonable to assume
homogeneity in Mempools among miners, and this viewpoint
finds acceptance within the practitioner community.8

C. Transaction Confirmation Process

Recall that the key purpose of miners in the network is to
confirm the transactions that they see in the Mempool by gath-
ering them in blocks. However, not every transaction appears in
a new block due to the fact that the vast majority of miners strive
to maximize their profit. So they often pick the most valuable
transactions first. The rest can be left waiting for confirmation for
a long time until it is eventually evicted from the Mempool due
to the dropping policy that we discuss in the following section.

As a result, users require a methodology to navigate the
trade-off between transaction processing costs and confirma-
tion delay. Current optimal fee determination methods employ
Monte Carlo simulations and history-based approaches, such as
the ‘estimatesmartfee’ method first introduced in Bitcoin core
version 0.16 [2], [25], as well as some other tools presented
online, or by use of an Application Programming Interface
(API) 910111213. The latter tools do not share information about
the methodologies that are used for their fee estimations. How-
ever, in [21] authors outline the reactive nature of existing fee
estimation algorithms, which rely on past statistics and introduce
a proactive model that promptly responds to Mempool changes,
taking into account the arrival rate of transactions, current Mem-
pool occupancy, and fee distribution of pending transactions.
Conversely, our proposed model deals with the trade-off between
offered fee and confirmation probability rather than confirmation
time.

D. Transaction Dropping Policy

The Mempool occupancy can grow significantly, considering
the intrinsic randomness in the block consolidation process and
the fact that for a long period of time we may observe an intensity
of the arrival process significantly higher than the maximum
throughput. To avoid excessive resource consumption at miners’

7https://www.dsn.kastel.kit.edu/bitcoin
8See, e.g. https://blockchain.com
9https://bitcoiner.live
10https://blockchain.info
11https://BTC.com
12https://blockchair.com
13https://buybitcoinworldwide.com/fee-calculator
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Fig. 3. Comparison of the Mempool occupancy in a system with and without
dropping measured in vMB under heavy load conditions.

servers, the implementation of the protocol usually puts some
limits on Mempool size. For the standard implementation of
Bitcoin this is 300 MB14. In addition, Bitcoin transactions that
reside in the Mempool for more than 2 weeks are dropped.
In the context of this paper, our focus lies primarily on the
former dropping mechanism, as the latter typically corresponds
to transactions that have no associated fees and thus may not be
included in blocks, even if there is available space.

Whenever we need to evict a transaction from the Mempool,
the one with the lowest fee per byte is chosen. In the event
of multiple transactions having identical fee rates, the oldest
transaction takes precedence.

E. The Extent of the Dropping Policy in Real Systems

To understand the extent of the transaction dropping prob-
lem, we have monitored the Bitcoin blockchain for the last six
years. Recall that, according to the Bitcoin protocol, transaction
droppings do not leave traces in the system, in the sense that
their identifiers are neither logged in blocks, maintained in some
register nor notified to the owners.

Therefore, we have considered a fictitious miner G with an
ideally infinite Mempool size.G never drops any transaction and
whenever a block is consolidated, if there is some free space,
it assumes that its most valuable transactions would have been
added, if also all other miners were with an infinite Mempool.
Thus, we have monitored the occupancy of the Mempool of
G and that of a real miner. We logged the total number of
transactions (and their size) grouped in classes of fees. The
differences in the occupancy of the real Mempool and that of G
show the dropping of the transactions per class of offered fee.

In Fig. 3, we show the occupancy of two Mempools in a
situation of very heavy load. We are counting all transactions
in each Mempool, regardless of their offered fees. Notice that
the monitor logs the virtual MB (vMB) occupied by the trans-
actions as a standard in Bitcoin measurements. In fact, thanks
to introduction of the segregation witness (SegWit) extension in
the Bitcoin protocol, such transactions occupy only a third of the

14https://bitcoin.org/en/bitcoin-core

Fig. 4. Comparison of the Mempool occupancy in a system with and without
dropping measured in vMB under moderate load conditions.

space effectively occupied by a normal transaction, where the
precise ratio depends on the transaction characteristics such as
the number of addresses that it contains (see, e.g., [5]). We notice
that the real Mempool, with droppings, reaches a plateau around
110 vMB, corresponding to the 300 MB of space reserved by the
default installation of Bitcoin Core while the fictitious Mempool
reaches a size that exceeds 250 vMB, in some moments. Clearly,
this situation denotes a heavy dropping activity, i.e., if M(t) and
G(t) are the populations of the real and fictitious Mempools,
respectively, the dropping rate is given by:

d(t) =
∂

∂t
(G(t)−M(t)) ,

where d(t) < 0 is the rate at which transactions, which are even-
tually dropped, would have been included in actual consolidated
blocks if the Mempool sizes were unbounded.

Conversely, in Fig. 4, we show a situation of moderate load.
We may see that the occupancy of the fictitious Mempool and the
real one are almost overlapped with some difference introduced
by the peak of high traffic that causes a few droppings.

F. Problem Statement and Engineering Implications

Given the auction governing the transaction confirmations,
it is natural to study the trade-off between reliability (i.e., the
probability of a transaction being eventually confirmed) and
running costs in terms of offered fees. We take a user perspective,
i.e., our model accounts for all publicly available information
that can help an effective decision: the instantaneous intensity
of the transaction arrival process per class of fee per byte, the
distribution of the fees, and the occupancy of the Mempool at
the instant at which a transaction arrives, together with the fee
offered by the arriving transaction. Our main question of interest
is: If a user issues a transaction offering f as fee per byte, what
is the probability of being eventually confirmed? Clearly, the
model can be used also to solve the inverse problem, as stated
in the introduction: What is the minimum fee per byte that we
should offer to have a confirmation probability higher than a
certain threshold?

https://bitcoin.org/en/bitcoin-core
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TABLE I
MODEL NOTATIONS

Answering the above questions is relevant from an engi-
neering standpoint for applications using PoW blockchains and
requiring an assessment of the chances that a given transaction
will be included in the ledger. Even if the applications do not
have constraints on the confirmation time, they may still need
to be sure that, up to a certain probability, their transactions will
be eventually included in the ledger. This is, for example, the
case of applications that use the blockchain to store monitored
data collected by IoT systems [8]. Without a proper estimation
of the confirmation probability, the application could incur into
unnecessary running costs. Moreover, the lack of notification
of the transaction droppings would require the application to
consult the Mempools to determine if their transactions are still
present, and this is often costly or unfeasible. In those cases,
the model can be used to estimate the confirmation probability
of the transaction already in the Mempool and the cost of
issuing another transaction that replaces the former, with a higher
confirmation probability. In fact, given the auction mechanism
for the transactions, the new more expensive transaction would
be confirmed before the older one. If the new transaction spends
the same cryptocurrency output as the old one, it immediately
invalidates the latter, given the impossibility of double-spending.

III. A GAMBLER’S RUIN BASED MODEL TO ESTIMATE THE

DROPPING PROBABILITY

In this section, we present a model for the estimation of the
transaction dropping probability given its offered fee per byte
and the state of the Mempool. We will formulate the problem as
the probability of absorption in a continuous time Markov chain
(CTMC).

A. Modeling Assumptions and Notation

In this section, we introduce the model description and the
notation that is summarized in Table I. Let K − 1 be the maxi-
mum number of transactions that can be stored in the Mempool.
We assume that transaction bids are independent and identically
distributed (i.i.d.) random variables characterized by a random
variable with Cumulative Density Function (CDF) F (x). In
order to accommodate the occurrence of ties, F may not be
necessarily continuous but can be càdlàg, F (x) � 1− F (x).
Transactions arrive according to a homogeneous and indepen-
dent Poisson process with intensityλ and blocks are generated on
average every μ−1 seconds with an independent exponentially
distributed delay. The number of transactions in a block is at

Fig. 5. First toy example. CTMC underlying the model forB = 2 andK = 5.
The blue filled states are transformed into absorbing states characterizing a
confirmation or a dropping if the CTMC reaches the leftmost or rightmost states,
respectively. Note that the transition from state 5 to 3 is never realized after
transforming state 5 into an absorbing state.

most B: if the Mempool contains less than B transactions, the
block is generated with all available transactions. The model
exploits the memoryless property of the mining process, i.e.,
if miners are working on a candidate block in which the less
valuable transaction offers f1 and a transaction with a bid higher
than f1 arrives, the latter immediately replaces the cheapest one
in the candidate block. The cheapest transaction returns to the
Mempool if some space is available, or is evicted otherwise.

Thanks to the independent and exponentially distributed de-
lays, the stochastic process underlying the system is a CTMC.
Fig. 5 shows the underlying process for the first toy example
system with B = 2 and K = 5. First, let us consider the case of
a transaction τ offering strictly less than all other transactions
in the system. Suppose that at its arrival epoch t the Mempool
contains i transactions. Then, all the transactions present in the
Mempool and those arriving after τ but before the confirmation
or eviction of τ will be confirmed before τ . The problem consists
in computing the probability that τ is confirmed or evicted. From
the perspective of τ , this means that if the CTMC is absorbed in
state 0, then τ is confirmed, while if the process is absorbed in
state K, then τ is evicted.

Thus, our goal is that of computing the probability of absorp-
tion in state 0 or 5 given the initial state i seen at the arrival
epoch of τ . We will generalize this reasoning for the situations
in which τ makes a general bid in the following subsection.

We introduceα � λ/(μ+ λ), i.e., the probability that a trans-
action arrives before next block consolidation, that is 0 < α < 1.

Remark 1: While the independent exponentially distributed
times between consecutive blocks is determined by the intrinsic
memoryless nature of the PoW, the assumption on the Poisson
distribution for the arrival process is an abstraction required to
have numerical tractability of the model. In Fig. 6, we show the
comparison between the distribution of the number of arrivals in
a minute monitored for three hours and the Poisson distribution
with the same average. While we observe that there is a substan-
tial agreement between the two curves, the real-world arrival
process tends to be more noisy. In Section IV, we show that the
model maintains a high accuracy in the prediction despite this
discrepancy.

B. Model Analysis

Let pi be the probability that a transaction offering the lowest
possible fee per byte is dropped, given that at its arrival epoch
the Mempool contains i transactions including itself. We write
the system of equations for the probability of absorption in state
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Fig. 6. Distribution of the number of arrivals per minute in the 3 hours time
interval starting from 2021/01/19 11PM GMT and its Poisson approximation.

K from state i as follows [14]:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
p0 = 0

pi = αpi+1 1 ≤ i ≤ B

pi = (1− α) pi−B + αpi+1 B < i < K

pK = 1 .

(1)

Let β denote the probability that B arrivals occur before a block
is consolidated,

β = αB(1− α). (2)

Theorem 1 gives the expression of the probability of eviction
for a transaction arriving when the Mempool occupancy is i, as
a function of α, β,K, and B. Henceforth, binomial coefficients
with negative upper index are assumed to have value 0.

Theorem 1: For 0 ≤ i ≤ K, the solution of the system of
equations (1) is:

pi =
Ti

TK
, (3)

where

Ti =
1

αi−1

mi∑
l=0

βl

(
l(B + 1)− i

l

)
(4)

and

mi =
⌊ i− 1

B + 1

⌋
.

Throughout this paper, �x� denotes the greatest integer less
than or equal to x, and for n ∈ Z and l > 0 we use the definition(
n
l

)
� (−1)l(−n)l

l! with (n)l being the rising factorial ofn, (n)l =
n(n+ 1) · · · (n+ l − 1) [28].

The proof of the above theorem is given in Appendix A.
Notice that if we define T � TK , we can rewrite the system
of equations (1) as:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
p0 = 0

pi =
α1−i

T 1 ≤ i ≤ B (5)

pi = (1− α)pi−B + αpi+1 B < i < K (6)

pK = 1 .

In practice, Theorem 1 suffers a problem of numerical stability
because of the presence of the binomial coefficients that may
reach high values at the numerators and denominator. Therefore,
we propose a more computationally efficient method based on
the theory of difference equations.

We call cases 0 < i ≤ B initial conditions, and B < i < K
the general difference equation.

Given the general difference equation (6), we can derive the
characteristic polynomial [10] by replacing pi with xi, for a
variable x ∈ C, x �= 0. Then, divide the equation by xi−B and
obtain:

P (x) = αxB+1 − xB + (1− α) .

Notice that P (x) is independent of i. From the roots of P (x),
we will derive important properties of our system, as well as an
alternative way to compute pi that does not require the evaluation
of large binomial coefficients. To this aim, we need the following
lemma.

Lemma 1: If α �= B/(B + 1), all the roots of the character-
istic polynomial P (x) are distinct.

Proof: A root r of P (x) has multiplicity higher than one if
and only if P (r) = 0 and P ′(r) = 0. We have:

P ′(x) = α(B + 1)xB −BxB−1 .

P ′(x) has B − 1 roots in 0 and another one in B/((B + 1)α).
Clearly, 0 is not a root of P (x) and

P

(
B

(B + 1)α

)
= −

(
B

(B + 1)α

)B (
1

B + 1

)
+ (1− α) .

We seek the relation between α and B that makes this quantity
equal to 0. This corresponds to finding the real roots of Q(α) in
the interval (0,1) with:

Q(α) = αB+1 − αB +

(
B

B + 1

)B (
1

B + 1

)
.

This polynomial can be factorized as:

Q(α) =

(
α− B

B + 1

)2

·
⎛
⎝αB−1 +

B−1∑
j=1

Bj−1(B − j)

(B + 1)j
αB−j−1

⎞
⎠

=

(
α− B

B + 1

)2

·

⎛
⎜⎝ (B + 1)2(αB+1 − αB) + (B + 1)

(
B

B+1

)B
(α(B + 1)−B)2

⎞
⎟⎠ .

(7)

Notice that the rootB/(B + 1) has multiplicity 2 but is excluded
by the hypothesis of the theorem, and the second factor, as
expressed in (7), is a sum of terms whose coefficients are all
strictly positive. By Descrates’ rule of signs, the second factor
does not admit any positive real root.
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In conclusion, for α �= B/(B + 1), there cannot be any root
of P ′(x) that is also a root of P (x). In the following, we will
notice that α = B/(B + 1) is a critical value for the stability of
the system when K → ∞. �

Henceforth, we assume α �= B/(B + 1). We may study the
solution also for this special case for which the general solu-
tion (8) does not hold since P (x) has multiple roots in 1, but we
omit it for the sake of brevity.

Hence, P (x) admits B + 1 distinct real or complex roots,
namely {x1, . . . , xB+1}. The complex roots come in pairs of
conjugate numbers, and one trivial root is 1. Without loss of
generality, let us assume x1 = 1.

According to theory of difference equations (see, e.g., [10]),
since all roots of P (x) are different by Lemma 1, the solutions
can be written as:

pi =
B+1∑
j=1

C∗
jx

i
j , (8)

where C∗
k ∈ C are coefficients to be determined thanks to the B

initial conditions and the case i = 0. Thus, we need to solve the
system:{

C∗
1 + C∗

2 + . . .+ C∗
B+1 = 0 i = 0

C∗
1x

i
1 + C∗

2x
i
2 + . . .+ C∗

B+1x
i
B+1 = 1

T α
1−i 1 ≤ i ≤ B .

Let Ci � C∗
i T . Then, we can compute all pi’s as follows:

1) Compute the roots {x1, . . . , xB+1} of P (x).
2) Solve the following system of linear equations in C:{

C1 + C2 + . . .+ CB+1 = 0

C1x
i
1+ C2x

i
2+ . . .+ CB+1x

i
B+1= α1−i 1≤ i≤ B.

(9)
3) To avoid the computation of T with (4), we can use the

observation that pK = 1 to write:

C∗
1x

K
1 + C∗

2x
K
2 + . . .+ C∗

B+1x
K
B+1 = 1 ,

and hence, multiplying both hand sides by T :

T = C1x
K
1 + C2x

K
2 + . . .+ CB+1x

K
B+1 . (10)

4) Compute all pi as:

pi =

∑B+1
j=1 Cjx

i
j

T
=

∑B+1
j=1 Cjx

i
j∑B+1

j=1 CjxK
j

. (11)

C. The Case of Infinite Mempool

In this section, we study the case K → ∞ as in [16]. A
misconception may suggest that if K → ∞, then there is no
transaction dropping. However, if λ > μB, the intensity of
the arrival process is higher than the service capacity. Thus,
transactions tend to form a backlog that grows with time and
some of them will never be confirmed, irrespectively of K.

In practice, the scenario K → ∞ yields an optimistic model
of real systems. In fact, consider a blockchain with Mempool
size K and a dropping probability close to the one derived in
this section. In this case, it is useless to increase the size of the
Mempool with the aim of reducing the dropping probability.

First, notice that the stability condition λ < Bμ is equivalent
to α < B/(B + 1). Theorem 2 below describes what happens
to the roots of P (x) when this condition is (not) satisfied.

Theorem 2: The number of rootsϕ strictly inside the unit disk
of P (x) is given by

ϕ =

{
B − 1, ifα ≤ B/(B + 1), (12)

B, otherwise. (13)

Proof: To prove this result, we resort to [9] [Thm. 2.1] stating
that the trinomial bxn − axm + a− b has a number of zeros
strictly inside the unit disk equal to m− gcd(m,n) if a/b ≥
n/m, and m if a/b < n/m. The result immediately follows by
the observation that, in P (x), b = α, a = 1, n = B + 1, and
m = B. �

In our model, we have to consider two cases.
a) Stable system (α < B/(B + 1)): The model with infinite

buffer has an underlying CTMC that will eventually be absorbed
in state 0 from every state i with probability 1 since the intensity
of the workload is lower than the maximum service capacity.
Formally, P (x) has B − 1 roots strictly inside the unit disk, one
is x1 = 1 and let us call the remaining one xB+1. This root
must be real, because if it were complex, also its conjugated
would be on the perimeter of or outside the unit disk. Moreover,
we can also observe that it must lay strictly outside the unit disk
because−1 is not a root ofP (x) and 1 cannot have multiplicity 2
by Lemma 1. Therefore T → ∞ because all roots strictly inside
the unit disk vanish for K → ∞ and xK

B+1 → ∞. Since for all
finite i, the numerator of (11) is finite, then we conclude that
pi → 0. This means that the probability of not being absorbed
in state 0 is 0, as the intuition suggested. Thus, we can write:

K → ∞∧ α <
B

B + 1
, pi = 0 .

b) Unstable system (α > B/(B + 1)): This is the most in-
teresting case. In fact, while the workload intensity is higher
than the maximum service capacity, if i is sufficiently close to 0
we may still have a high probability of being absorbed in state
0. Formally, all roots of P (x) lay strictly inside the unit disk
with the exception of x1 = 1. This implies that all the terms of
Cix

K
i vanish forK → ∞with the exception ofx1, i.e.,T = C1.

Therefore, we have:

K → ∞∧ α > B
B+1 , pi =

1
C1

B+1∑
j=1

Cjx
i
j = 1 +

B+1∑
j=2

Cj

C1
xi
j .

Indeed, given the B roots of αx1+B − xB + (1− α) = 0 with
absolute values strictly less than 1, namely, x2, . . . , xB+1, it has
been shown in [16], [32] that the above expression equals

pi = 1−
B+1∑
j=2

xi+B−1
j

B+1∏
k=2,k �=j

1− xk

xj − xk
, i ≥ 1, (14)

if B > 1, and pi = 1− xi
2 = 1− ((1− α)/α)i if B = 1.

D. Second Toy Example

In order to support the intuition behind the results presented so
far, we introduce another toy example. This time let us consider
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Fig. 7. Second toy example. Comparison of the dropping probabilities for the
three cases.

a blockchain in which blocks consist of at most 3 transactions
(B = 3), the intensity of the arrival process is λ = 1.4 tx/s and
blocks are generated with rate μ = 0.6 blocks/s. The blockchain
is able to process μB = 1.8 tx/s, α = 1.4/(1.4 + 0.6) = 0.7
and B/(B + 1) = 3/4 = 0.75. Therefore, if the Mempool has
infinite capacity K → ∞, we are in the case of a stable system,
i.e., the probability of dropping is 0 regardless of the state seen
by a transaction at its arrival. If the Mempool capacity is finite,
e.g., K = 50, we must first find the roots of the characteristic
polynomial P (x) that turn out to be:

x1 = 1 , x2  −0.354− 0.501j ,
x3  −0.354 + 0.501j , x4  1.137 .

Notice that, beside x1 = 1 that is common to all possible P (x),
we have only one root outside the unit disk, x4, that is real and
positive and two complex conjugate roots inside the unit disk.
The next step consists in finding the coefficients by solving the
linear system of (9). We obtain:

C1  −3.500 , C2  −0.1561− 0.054889j ,
C3  −0.156 + 0.05489j , C4  3.812 .

Finally, we computeT  2337.29155with (10). The probability
of dropping given the initial number of transactions found in the
Mempool and K = 50 is shown in Fig. 7.

Let us assume now λ = 2 tx/s, and hence α = 2/(2 + 0.6) 
0.769, i.e., α > B/(B + 1). In this case, the system with in-
finite Mempool is unstable. In fact, the roots of the polyno-
mial all lay strictly inside the unit circle, except for x1 = 1.
Thus, if K → ∞ we have T = C1 and the dropping proba-
bility can be expressed in closed form as a function of the
three roots of (1− α)x−B + αx = 1 that lay inside the unit
circle, namely x2  0.950, x3  −0.325 + 0.459j, and x4 
−0.325− 0.459j. Indeed, from [16] it follows (see (14)):

pi = 1−
4∑

j=2

xi+2
j · κj = 1−

4∑
j=2

xi+2
j

4∏
k=2,k �=j

1− xk

xj − xk

where κj =
∏4

k=2,k �=j(1− xk)/(xj − xk), κ2  1.07, κ3 
−0.035 + 0.044j, and κ4  −0.035− 0.044j.

Fig. 7 shows that the case K → ∞ is a lower bound for the
dropping probability for unstable systems. The bound becomes
tighter for larger values of K and the result should be used to
assess the reliability of the system given a Mempool size with
respect to the ideal case.

E. Computational Aspects

The heaviest computational effort for the model solution is the
computation of the B + 1 roots of P (x). In our implementation,
we used the state of the art solution for this problem, i.e.,
the Aberth’s method combined with multiprecision [7] in its
implementation MPSolve15.

Since all roots of P (x) are distinct, the algorithm converges
cubically [6] and its parallel version can handle sparse polyno-
mials of degree up to one million, far above our needs.

Finally, the solution of the linear system (9) has an asymptotic
complexity of O(B3).

F. The Model for Transactions Offering a General Fee

So far, we have reasoned on transactions offering the lowest
possible fee, i.e., 0. The model can be easily extended to account
for arbitrary fees thanks to the observation that any transaction
is insensitive to all transactions offering a fee per byte strictly
lower than its own. Let X be the non-negative random variable
modeling the fee per byte offered by a transaction. Transaction
τ arrives at time t0 at the blockchain and offers f fee per byte.
Intuitively, τ competes only with those transactions with higher
priority, i.e., offering a higher fee per byte or the same fee per
byte but arriving before t0. More formally, the perceived arrival
process, from the point of view of τ , has intensity λP{X > f}.

Summing up, a transaction offering f fee per byte can evaluate
its probability of being dropped as follows:

1) Count the number of transactions if offering a fee per byte
higher or equal to f inside the Mempool at t0.

2) Compute the intensity of the perceived arrival process
λf = λP{X > f}.

3) Use the algorithm presented in Section III-B using λf as
arrival rate to obtain pif that represents the probability of
dropping for the transaction.

All information required at steps (1) and (2) is publicly
available through web services such as www.blockchain.com.

It is worth noticing that increasing the value of f has two
positive effects on the reduction of the dropping probability:
the reduction of the number of transactions in the Mempool
seen by the new transaction, as well as the decrease of the
persisting number of arriving transactions. In the context of a
specific transaction, denoted as τ , an increase in its fee-per-byte
ratio (f ) significantly influences the transaction dynamics on
the Mempool. As f increases, transaction τ becomes more
favorable in the eyes of the miners, as they are inclined to prior-
itize it over other transactions with lower fees. Essentially, this
prioritization implies that transactions with lower fees become
nonexistent, from the standpoint of τ , within the Mempool. This
selective perception extends to upcoming lower-fee transactions

15https://github.com/robol/MPSolve

www.blockchain.com
https://github.com/robol/MPSolve
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entering the Mempool; miners filter them out, focusing primarily
on the comparatively higher fees among the incoming transac-
tions. Thus, with increased f , τ typically competes with trans-
actions arriving at a lower frequency. Overall, such an impact
favors a reduction of the dropping probability as perceived by
τ .

IV. EXPERIMENTS

In this section, we study the accuracy of the model with respect
to the prediction of confirmation for transactions in Bitcoin
blockchain.

A. Methodology

The model that we propose can be seen a probabilistic binary
classifier [11] that receives the state of the blockchain and the fee
per byte offered by a transaction τ and returns the probability for
τ to be confirmed (class 0) or dropped (class 1). The classifier
cannot be deterministic because of the intrinsic randomness of
the blockchain system: the arrival process, the fees offered by the
arriving transactions and the random times of block consolida-
tions. We describe the methodology of validations in three steps:
(a) analysis of the dataset, (b) parameterization of the model and
(c) performance analysis of the probabilistic classifier.

a) Analysis of the dataset: We use a dataset containing the
Mempool occupancy in vMB and transaction counts for the last
six years of Bitcoin history. We consider two systems: one with
infinite Mempool size that never drops transactions, and the
standard one of Bitcoin Core. Transactions are clustered in 40
classes based on the fee per byte offered. Class 1 is that with the
lowest priority (offering between 0 and 1 satoshis per byte16)
and class 40 contains the transactions offering more than 2,000
satoshis per byte. The sampling time is of 1 minute.

Let Fc(t) and Mc(t) be the number of transactions at minute
t belonging to class c in the infinite and real Mempools, re-
spectively. The difference Dc(t) = Fc(t)−Mc(t) is always
non-negative and denotes the number of transactions present
in the fictitious Mempool that have been dropped in the real
one. At minute t the number of droppings is then dc(t) =
(Dc(t)−Dc(t− 1))+, where x+ is x if x > 0 or 0, otherwise.
Dc(t)−Dc(t− 1) can be negative if at minute t we observe a
block confirmation in which the miner with infinite Mempool
found some space in the block that could have potentially hosted
some transactions of class c that had been previously dropped.

From these data, we infer a transaction dropping or confirma-
tion event as follows. Consider a transaction τ arriving at time
t0 and finding a backlog of N transactions of the same class in
front of it, i.e., N := Mc(t0). All transactions with lower class
(offering lower fees) are irrelevant to determine the behavior of
τ and are ignored. At each minute t > t0, N is decreased by the
number of class c dropped transactions dc(t) (since the oldest
are chosen), or by the number of transactions of class c that
entered a block. Assume that at t1 we have N < 0. Then, τ is

161 satoshi is 10−8 bitcoin, equivalent to 0.0002642 USD at the time of
writing.

dropped if at time t1 we do not have a block consolidation, and
is confirmed if it enters a block consolidated at that time.

From the dataset, for each arrival epoch, we compute if a
transaction offering a certain fee per byte has been confirmed or
not.

b) Parameterization of the model: From the dataset, we ob-
tain the other statistics of interest to configure our model in a
trivial way. These are the size of the block B, the maximum
capacity of the Mempool in number of transactions K − 1, the
state of the Mempool if at the transaction arrival time, and the
arrival rate λf of transactions offering more than f fee per byte
(see Section III-F). While the former two parameters are stable
for long periods, the latter two change for each considered trans-
action. For all our experiments, we have considered B = 2, 100
transactions and K = 180, 000.

c) Performance analysis of the probabilistic classifier: In
order to validate our model, we resort to the computation of Brier
Score (see, e.g., [12]). This approach is known to be a simple
way to assess and compare forecasting outcomes of models.
Given a set of R observations obtained from the dataset O =
(o1, o2, . . . , oR) (where oi = 0 if the transaction is confirmed
and oi = 1, otherwise) and the corresponding probabilities of
dropping estimated by the model Q = (q1, q2, . . . , qR), Brier
score can be computed as:

BSmodel =
1

R

R∑
i=1

(qi − oi)
2 ,

that can be interpreted as an averaged mean square error of all
forecasts. For instance, if we estimate that a transaction will be
dropped with a probability close to 1 and it is actually dropped
in the real system, then the Brier Score is 0, that is the best score
achievable. Otherwise, if it is not dropped, then the Brier Score
is 1, the worst score achievable.

Then, we consider two simple probabilistic predictors as
reference models. Rand is a simple random predictor without
any knowledge of the system representing the predictor with no
skill, i.e.:

BSrand =
1

R

R∑
i=1

(qrnd − oi)
2 ,

where qrnd = rnd(0, 1), i.e., a random number between 0 and 1.
On the other hand, Oracle is an ideal predictor that knows a

priori the fraction of transactions of class c that will be dropped
and assigns this value as the probability of dropping to all
transactions of class c, i.e.:

BSoracle =
1

R

R∑
i=1

(ō− oi)
2 ,

where ō = 1
R

∑R
i=1 oi.

Although the Oracle predictor is aware of the total dropping
probability, it does not know which transactions are dropped
and applies this value for all of them. Notice that Oracle is not
implementable in practice since it uses information available a
posteriori, but can be approximated by assuming that, for suffi-
ciently long periods, in case of similar workloads, the fraction of
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Fig. 8. Mempool occupancy in a system with and without dropping measured
in number of transactions under heavy load.

transactions offering a certain fee that are dropped does not vary
much. Therefore, the dropping probability used by Oracle could
be inferred by historical data. Next, since Oracle outperforms
Rand the former will be the term of comparison for our model.

To compare our score with the reference one we use the cor-
responding skill score metric, namely Brier Skill Score (BSS )
that in our scenario is defined as:

BSS = 1− BSmodel

BSoracle
.

Positive values indicate superior performance in comparison
to the reference baseline, where a score of 1 represents the
optimal performance, while scores of 0 or below signify poorer
performance.

We consider two scenarios for our test: heavy load, where the
arrival intensity is higher than the maximum service capacity
and moderate load, where the stability is satisfied but we are
close to the saturation point.

B. Heavy Load Conditions

During heavy load periods, we observe many droppings of
the cheapest transactions. If we consider a class with very low
fee, the experiment would show 100% of dropping probability,
with a perfect accuracy of our model.

To make the scenario more challenging for the model we study
the class of transactions offering between 1 and 12 satoshis per
byte. From the dataset, we collected 100 samples uniformly dis-
tributed in the time interval between 2017/11/30 and 2018/01/03
according to the methodology described in Section IV-A.

Fig. 8 shows the occupancy of Bitcoin Mempool during the
defined days. We notice that the populations at the infinite and
finite Mempools are basically overlapped at the beginning of
the observation period, but then a sudden increase in the traffic
intensity leads to a high number of droppings.

Table II shows the results of this experiment. In heavy load,
around 60% of the transactions in the considered time interval
are dropped despite their offered fee. We may notice that the
model that we propose outperforms both Rand, the classifier
with no skill, and Oracle which is based on the assumption of
the knowledge of the probability of dropping for the dataset.

TABLE II
BRIER SCORES FOR HEAVY AND MODERATE LOADS

Fig. 9. Mempool occupancy in a system with and without dropping measured
in number of transactions under moderate load.

C. Moderate Load Conditions

To study the moderate load condition, we consider a cheaper
class of transactions, i.e., that includes transactions offering fees
between 1 and 5 satoshis per byte. Fig. 9 shows the traces
of the Mempool occupation during the time interval between
2018/01/03 and 2018/03/14, i.e., immediately following the
heavy load condition previously studied. In Fig. 9 the two lines
do not cross each other. In particular, in the latter portion of the
trace, which includes the months of February and March 2018,
the infinite Mempool trace is roughly a vertical translation of
the finite Mempool trace, indicating a relatively low occurrence
of droppings within this timeframe (differently from Fig. 8).

Table II shows the results of this experiment. Although there
seems to be not much difference in the number of droppings
between moderate load and heavy load, the reader should con-
sider that we are studying a class of cheaper transactions. We
may notice, also in this case, that the model that we propose
outperforms the two reference classifiers.

D. Reliability Analysis as Function of the Mempool State

Reliability becomes crucial especially when the perceived
arrival intensity λf is higher than the maximum system service
capacity Bμ. Let ρ = λf/(Bμ) be the perceived load factor of
the system. Recall that, by increasing the offered fee per byte f ,
the perceived arrival rate decreases and hence also the perceived
load factor. Fig. 10 shows the impact of this fee modulation as
function of the occupancy of the Mempool. The vertical lines
show the first two multiples of the block capacity. It is interesting
to observe that the dropping probability appears to be convex
only when the transaction may be included in the first block.
If this is impossible, then the dropping probability becomes
concave.
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Fig. 10. Dropping probability for different load factors.

V. RELATED WORK

The quantitative analysis of PoW blockchains has attracted
significant interest from researches and practitioners [4], [15],
[17], [30]. However, most of the modeling efforts have been
devoted to the prediction of transaction confirmation times given
a certain offered fee per byte, while reliability analysis has
remained an open problem.

In the field of performance analysis of blockchains, queueing
models have been widely applied. In [15], [17], the authors
investigate the queueing process underlying the Mempool with
attention to the relation between the fee per byte offered by a
transaction and its expected confirmation time. The resulting
model is a queue with a scheduling of strict priorities based on
the outcomes of the auction run by miners. In [4], the authors
refine the model by considering a more accurate block creation
policy. [21] introduces a simple analytical model that is based
on key Mempool characteristics such as occupancy, transaction
generation rate, and fee distribution, and estimates the optimal
transaction fee for a given confirmation delay.

In a similar vein, [30] combines machine learning and queuing
theory to study the confirmation process of transactions. Specifi-
cally, this allows them to study delays in transaction confirmation
in blockchains. In contrast to the aforementioned models, which
utilize queueing theory to infer delays, our study introduces a
ruin model to assess the probability of transaction drops.

Game theory has also been used to study the strategic behavior
among miners and users. A game theoretical framework of
the auction mechanism behind PoW systems, relating it with
confirmation delays, is proposed in [19]. In [3] the authors
consider a game between miners that need to decide how to
spend their resources across multiple ledgers. In this work,
in contrast, we consider a single ledger, wherein users may
strategically determine transaction fees to achieve the desired
level of reliability and miners prioritize the confirmation of
transactions with higher fees.

In [22], [23], the authors study the behavior of Bitcoin in
periods of heavy load. In particular, they explore the unfair
behavior of certain mining pools that may violate the blockchain
neutrality. Instead of following the fee per byte auction outcome,
they use alternative approaches, e.g., confirming transactions
that are of their selfish or vested interest, or receiving dark-fee

payments via opaque (non-public) side-channels. While those
perturbations impact delay sensitive transactions, we envision
that they do not significantly change the perspective of de-
lay insensitive transactions that are mostly interested into the
confirmation probability rather than their delays, as considered
in this work. A detailed analysis of the implications of those
perturbations on the outcome of the proposed model is out of
our scope, and is left as subject for future work.

In [24] the authors concentrate their efforts on analyzing the
Bitcoin Mempool, aiming to investigate the correlation between
Mempool dynamics and subsequent surges in trading volumes.
This investigation is rooted in projecting prior cash flow growth
onto Mempool expansion. As a result, they state that when
employed as a price indicator, the Mempool exhibits mixed out-
comes, with a predominant presence of uncertainty in fluctuation
of price.

Concerning the challenge of data sharing within IoT device
networks, the authors of [31] suggest a novel feeless transac-
tion processing mechanism. Their approach aims to serve as
an alternative to cryptocurrency-oriented blockchains. Despite
the fact that in this work we focus on cryptocurrency-oriented
blockchains, we envision that alternative technologies, such as
those proposed in [31], will still benefit from the model pro-
posed here, given the persistence of finite Mempools in various
blockchain systems.

In [33], the authors use the mean time to ruin of the Cramér-
Lundberg model to evaluate the confirmation time in the Bitcoin
network. While computing the mean time to ruin, the authors
take into account the Mempool state at the instant of the arrival
of a transaction. The Cramér-Lundberg model is also at the base
of the analysis proposed in [18] to estimate the probability that
a transaction with a certain fee is confirmed before a certain
number of blocks. The author derives bounds for this metric
using a diffusion approximation. Our work differs from [18],
[33] in a number of aspects. First, the Cramér-Lundberg model
assumes a constant flow of arrivals while we consider a random
arrival process. Second, our metric of interest is the confirmation
probability, accounting for a finite Mempool, while [18], [33]
consider the confirmation time, measured in blocks [18] or
seconds [33].

Finally, and most importantly, we should notice that all models
mentioned so far assume an infinite Mempool size and hence
can be used only in condition of stability, i.e., when the intensity
of the arrivals is lower than the service capacity. This is not
always the case for important blockchains like Bitcoin that can
experience long periods of heavy load. To the best of our knowl-
edge, the model proposed in this paper is the first considering
a finite Mempool and hence capable of studying the heavy load
conditions that cause transaction evictions.

VI. CONCLUSION

In this article, we have proposed a model to predict the
confirmation or dropping probabilities of transactions in PoW
blockchains. The model exploits the auction-based mechanism
underlying the confirmation process of these blockchains to
derive the dropping probabilities from the offered fees. The
analysis relies on the theory of difference equations and its main
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step is the computation of the roots of a certain characteristic
polynomial.

The advantage of this white box model relies on the fact that
no historical data are necessary to train the model. The intensive
use of historical data for training purposes is a major drawback of
machine learning models applied in this context, since dropped
transactions do not leave traces in the blockchain logs. Despite
the fact that for Bitcoin we have a dataset that allows us to infer
these events, for other blockchains analogous historical data are
unavailable.

To the best of our knowledge, reliability analysis of the
transaction confirmation process in PoW blockchains is a novel
aspect in the field of blockchain studies. However, the increasing
popularity of these distributed ledgers combined with their lim-
ited throughput, due to their intrinsic security design, results in a
delicate balance between reducing the application running costs
and maintaining a certain level of reliability. Our contribution is a
first step toward an automatic optimization of this trade-off. Fur-
thermore, we demonstrate that in contrast to random and oracle
predictors, our model exhibits greater precision in its outcomes.
Moreover, it can be used to estimate the likelihood of transaction
droppings resulting from heightened transaction competition in
the Mempool, offering valuable insights for both end users and
network developers. While the former can effectively optimize
their costs of eventual confirmation when the confirmation time
is not a priority, for the latter, our model can be a useful tool
to evaluate the dropping probability for the system under heavy
load. Therefore, the model may support a fee estimation tool for
delay-tolerant transactions whose interest is just that of being
confirmed.

Future works include and integration of this model with
workload predictors (see, e.g., [20]) to allow for long term
classification of transactions. Moreover, we plan to investigate
models with more general arrival processes.

APPENDIX A
PROOF OF THEOREM 1

Clearly, p0 = T0

TK
= 0 and pK = TK

TK
= 1. We first consider

1 ≤ i ≤ B. In this case, since mj =
⌊ j − 1

B + 1

⌋
= 0 for 1 ≤ j ≤

B + 1 , we have

pi =
Ti

TK
=

1

αi−1

∑mi
l=0 βl(l(B+1)−i

l )
TK

=

1

αi−1

TK
=

α
1

αi

TK
= αpi+1.

Let us now consider the general case 1 ≤ i ≤ K. Let Z(B +
1) < i ≤ (Z + 1)(B + 1) for some Z ≥ 0, i.e., Z = mi. We
prove that (3) is a solution of equation pi = (1− α) pi−B +
α pi+1. Indeed, if pi = Ti/TK , we have:

(1− α)TK pi−B + αTK pi+1

= (1− α)
1

αi−B−1

Z−1∑
l=0

βl

(
l(B + 1)− i+B

l

)

+ α
1

αi

Z∑
l=0

βl

(
l(B + 1)− i− 1

l

)
.

After algebraic manipulation, as Z ≥ 0,

1

αi−1

Z∑
l=0

βl

(
l(B + 1)− i− 1

l

)

=
1

αi−1

Z∑
l=1

βl

(
l(B + 1)− i− 1

l

)
+

1

αi−1

=
1− α

αi−B−1

Z−1∑
l=0

βl

(
l(B + 1)− i+B

l + 1

)
+

1

αi−1
.

Recall that (n)l denotes the rising factorial of n, (n)l = n(n+

1) · · · (n+ l − 1) and
(
n
l

)
� (−1)l(−n)l

l! . Then, noting that β =
αB(1− α),

(1− α)TK pi−B + αTK pi+1 (15)

=
1− α

αi−B−1

(
Z−1∑
l=0

βl (−1)l ·
(
(i− l(B + 1)−B)l

l!

− (i− l(B + 1)−B)l+1

(l + 1)!

))
+

1

αi−1
(16)

=
1− α

αi−B−1

(
Z−1∑
l=0

βl (−1)l
(i− l(B + 1)−B)l

l!

· l(B + 1)− i+B + 1

l + 1

)
+

1

αi−1
(17)

=
1

αi−1

(
Z−1∑
l=0

βl+1 (−1)l+1 (i− l(B + 1)−B)l
l!

· i− (l + 1)(B + 1)

l + 1

)
+

1

αi−1
(18)

=
1

αi−1

Z∑
l=0

βl

(
l(B + 1)− i

l

)
= Ti. (19)

This proves the statement since, dividing both sides by TK , we
obtain Ti/TK = pi. �
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