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Abstract

The Matérn and the Generalized Cauchy families of covariance functions have a prominent

role in spatial statistics as well as in a wealth of statistical applications. The Matérn family

is crucial to index mean-square differentiability of the associated Gaussian random field; the

Cauchy family is a decoupler of the fractal dimension and Hurst effect for Gaussian random

fields that are not self-similar.

Our effort is devoted to prove that a scale-dependent family of covariance functions, obtained

as a reparameterization of the Generalized Cauchy family, converges to a particular case of the

Matérn family, providing a somewhat surprising bridge between covariance models with light

tails and covariance models that allow for long memory effect.
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1 Introduction

Covariance functions are fundamental to spatial statistics (Stein, 1999). The use of covari-

ance functions for modeling interpolation and prediction has been largely influential within

the spatial statistics and machine learning communities, with a wealth of applications to

many applied disciplines. For comprehensive reviews of the subject, the reader is referred to

Porcu et al. (2018) and Porcu et al. (2021).

The Matérn family of covariance functions has been the cornerstone in spatial statistics for

over 30 years. Its importance stems from the inclusion of a parameter that allows to control

the fractal dimension and the mean square differentiability of the associated Gaussian pro-

cess. This is in turn a fundamental aspect in evaluating predictive performance of covariance

functions under infill asymptotics (Zhang, 2004). The nice analytical form of the spectral

density associated with the Matérn covariance function allows for theoretical analysis of the

properties of maximum likelihood estimators (Zhang, 2004), approximate likelihood (Furrer

et al., 2006; Bevilacqua et al., 2012; Kaufman and Shaby, 2013) and misspecified linear un-

biased prediction (Stein, 1999) under infill asymptotics. A wealth of results is also available

within SPDE’s with Gaussian Markov approximations (Lindgren et al., 2011) as well as in

the numerical analysis literature. We refer the reader to Scheuerer et al. (2013) for more

details. An historical treatise about the Matérn covariance function is provided by Guttorp

and Gneiting (2006).

The generalized Cauchy family of covariance functions (Gneiting and Schlather, 2004) has

been largely used in the statistics and engineering literature as it allows for decoupling the

fractal dimension and the Hurst effect of the associated Gaussian field. So far, the only al-

ternative to the generalized Cauchy family is represented by the Dagum family (Berg et al.,

2008), having similar properties in terms of decoupling. A thorough comparison between the

two models in terms of properties of their spectral densities can be found in Faouzi et al.

(2021). For applications related to turbulence, the reader is referred to Laudani et al. (2021),

while the importance of both generalized Cauchy and Dagum models is discussed in Zhang

et al. (2022) and in Nishawala et al. (2020).

The fundamental message is that different parametric families of covariance functions

allow for different properties of the associated Gaussian random field. For many decades,

such families - and consequently, their properties, have been treated separately. Recently,

there has been a major effort to relate different families of covariance functions. Bevilacqua

et al. (2022) proved that the Matérn family is a special case of the generalized Wendland

family of compactly supported correlation functions. Specifically, they proved that the repa-
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rameterized version of the generalized Wendland family generalizes the Matérn model which

is attained as a special limit case. This implies that the reparametrized generalized Wend-

land model is more flexible than the Matérn model, with an extra-parameter that allows for

switching from compactly to globally supported covariance functions. A similar approach is

adopted by Emery and Alegŕıa (2021) for another class of compactly supported covariance

functions.

The present paper provides some effort to relate the Generalized Cauchy with the Matérn

covariance function. To do so, we provide a scale-dependent reparameterization of the gener-

alized Cauchy by replacing the scaling factor with a function depending on other parameters.

Such an escamotage is then proved successful as it opens for a convergence-type result that

depicts a specific case of the Matérn model as a special case of the Generalized Cauchy

covariance.

From a technical viewpoint, the mentioned convergence is actually supported by (a)

pointwise convergence of the spectral densities, and (b) uniform convergence of the covariance

functions. The proofs are based on Mellin-Barnes transforms, being less familiar to the

statistical community and more common in harmonic analysis and theoretical physics, and

the reader is referred to Kondrashuk and Kotikov (2009) for a thorough account.

The plan of the paper is the following. Section 2 provides the necessary backround, which

is split into three parts. The first introduces to the environment of positive definite radial

functions. The second describes the two parametric families of covariance functions used

in this paper. The third part is useful for those who might be interested in the technical

aspects of this papers, especially on contour-loop integration and Mellin-Barnes transforms.

The combination of the three novel theoretical results as in Section 3 provides the main

message of this paper. We conclude our findings with a short discussion.

2 Background Material

2.1 Positive Definite Radial Functions

We denote by {Z(s), s ∈ Rd} a centered Gaussian random field in Rd, with a continuous

stationary covariance function C : Rd → R. We further assume isotropy, that is there exists

a continuous mappings φ : [0,∞)→ R with φ(0) = 1, such that

cov (Z(s), Z(s′)) = C(s′ − s) = σ2φ(‖s′ − s‖), (1)
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with s, s′ ∈ Rd, and ‖ · ‖ denoting the Euclidean norm. Here, σ2 is the varince of Z.

The function C is called isotropic or radially symmetric, and the function φ its radial part.

Schoenberg (1938) characterized the class for continuous functions φ for which (1) is true

for some random fields Z in Rd. The function φ admits a uniquely determined scale mixture

representation of the type

φ(r) =

∫ ∞
0

Ωd(rξ)F (dξ), r ≥ 0,

with Ωd(r) = r−(d−2)/2J(d−2)/2(r) and Jν a Bessel function of order ν. Here, F is a probability

measure. The function φ is the uniquely determined characteristic function of a random

vector, X, such that X = U ·R, where equality is intended in the distributional sense, where

U is uniformly distributed over the spherical shell of Rd, R is a nonnegative random variable

with probability distribution, F , and where U and R are independent (Daley and Porcu,

2013). The derivative of F is called the isotropic spectral density. If φ is absolutely integrable,

then the Fourier inversion (the Hankel transform) becomes possible. The Fourier transforms

of radial parts of positive definite functions in Rd, for a given d, have a simple expression,

as reported in Stein (1999) and Yaglom (1987). Specifically, we define the isotropic spectral

density in Rd as

φ̂(z) =
z1−d/2

(2π)d/2

∫ ∞
0

ud/2Jd/2−1(uz)φ(u) du, z ≥ 0,

where z = ‖z‖ for z ∈ Rd.

2.2 Two Parametric Families of Isotropic Covariance Functions

We are discussing below two parametric families of functions φ associated with Equation (1).

The Matérn family is defined through

Mν,α(r) =
21−ν

Γ(ν)

( r
α

)ν
Kν

( r
α

)
, r ≥ 0, (2)

for any positive values of the scaling parameter, α, and the smoothing parameter, ν. Here,

Kν is a modified Bessel function of the second kind of order ν. The parameter ν is crucial

for the differentiability at the origin and, as a consequence, for the degree of differentiability

of the associated sample paths. Specifically, for a positive integer k, the sample paths are k

times differentiable if and only if ν > k.

The other parametric family we are going to discuss is termed Generalized Cauchy after
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Gneiting and Schlather (2004). The function Cδ,λ,γ : [0,∞)→ R is defined as

Cδ,λ,γ(r) =
1(

1 +
(
r
γ

)δ)λ , r ≥ 0. (3)

The function Cδ,λ,γ is the isotropic part of a covariance function in Rd, for every d, provided

δ ∈ (0, 2] and λ > 0. Here, γ is a strictly positive scaling parameter.

Bevilacqua and Faouzi (2019) studied finite and asymptotic properties of the isotropic

spectral density of the Cauchy model and the equivalence of two Gaussian measures with

Generalized Cauchy covariance function.

We note that the analytic form of the isotropic spectral densities associated with Matérn

and Generalized Cauchy covariances will turn very useful for the developments that follow.

Throughout, we use M̂ν,α and Ĉδ,λ,γ, respectively.

A well known result about the spectral density of the Matérn model is the following (Stein,

1990):

M̂ν,α(z) =
Γ(ν + d/2)

πd/2Γ(ν)

αd

(1 + α2z2)ν+d/2
, z ≥ 0. (4)

The spectral density associated with the generalized Cauchy function has been studied by

Lim and Teo (2009), who proved that

Ĉδ,λ,γ(z) = − z−d

2
d
2
−1π

d
2

+1
Im

∫ ∞
0

K d
2
−1(r)rd/2

(1 + eiπδ/2(r/zγ)δ)λ
dr, z ≥ 0. (5)

2.3 Contour Loop Integrations and Mellin-Barnes Transforms

We introduce subsequently some technical facts that will turn useful to prove the results

contained in Section 3.

Throughout, we denote with i the unit complex number, and 〈·, ·〉 denotes the inner

product in Rd, for d a positive integer. We start by noting that, in a recent paper, Faouzi

et al. (2020) provided the following identity5

Ĉδ,λ,γ(z) =
1

(2π)d

∫
Rd
ei〈z,r〉(1 + ‖r‖δγ−δ)−λddr, z ∈ Rd, z = ‖z‖

=
z−d

πd/2
1

Γ(λ)

1

2πi

∫ −ε+i∞

−ε−i∞

Γ(−u)Γ(u+ λ)Γ(d/2 + uδ/2)

Γ(−uδ/2)

(
2

zγ

)uδ
du, (6)

5We have changed the notation with respect to our previous paper Faouzi et al. (2020). For the quantity on the
left hand side of Eq.(6) we used Ĉd,γ(z; δ, λδ) in Faouzi et al. (2020). However, we have found in the present paper
that Ĉδ,λ,γ(z) is more compact than Ĉd,γ(z; δ, λδ)
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ε is a small positive real in this paper.

Technical arguments from harmonic analysis (see again Faouzi et al., 2020) allow to prove

that the last identity can be rewritten as

z−d

πd/2
1

Γ(λ)

(
∞∑
n=0

(−1)n

n!

Γ(λ+ n)Γ(d/2− (λ+ n)δ/2)

Γ((λ+ n)δ/2)

(zγ
2

)(λ+n)δ

+
2

δ

∞∑
n=0

(−1)n

n!

Γ

(
2n+ d

δ

)
Γ

(
λ− 2n+ d

δ

)
Γ(n+ d/2)

(zγ
2

)2n+d
)
. (7)

We define the Fox-Wright function (Fox, 1928; Wright, 1935) through the identity

pψq


(α1, A1), . . . , (αp, Ap)

; z

(γ1, B1), . . . , (γq, Bq)

 =
∞∑
k=0

∏p
j=1 Γ(αj + Ajk)∏q
j=1 Γ(γj +Bjk)

zk

k!
.

Faouzi et al. (2020) prove that (7) can be written in terms of such a class of functions.

Specifically, Equation (7) is identically equal to

z−d

πd/2
1

Γ(λ)

(zγ2 )λδ 2ψ1


(λ, 1), (d−λδ

2
,− δ

2
)

;−
(
zγ
2

)δ
(λδ

2
, δ

2
)

+

2

δ

(zγ
2

)d
2ψ1


(d
δ
, 2
δ
), (λδ−d

δ
,−2

δ
)

;−
(
zγ
2

)2

(d
2
, 1)


 .

Another technical argument that is proved helpful for the result coming subsequently is

that of Hankel contours. Specifically, we start by rewriting (6) as

Ĉδ,λ,γ(z) =
z−d

πd/2
1

2πi

∮
Λ

∫ 1

0

t−u−1(1− t)u+λ−1 Γ(d/2 + uδ/2)

Γ(−uδ/2)

(
2

zγ

)uδ
dtdu. (8)

The contour Λ is closed to the left complex infinity and contains the vertical line (−ε −
i∞,−ε+ i∞), that is customary for the inverse Mellin-Barnes transformation.

We now denote H the Hankel contour, i.e., H = [−iε−∞,−iε]∪ Hsc∪ [iε, iε−∞], with Hsc

joining −iε with iε along a positivity oriented semicircle centered at 0. Using the definition

of Hankel contour in concert with the well known identity 1/Γ(x) = (1/2iπ)
∮
H
ess−xds, we

6



get∮
Λ

∫ 1

0

t−u−1(1− t)u+λ−1 Γ(d/2 + uδ/2)

Γ(−uδ/2)

(
2

zγ

)uδ
dtdu

=
1

(2π i)

∮
Λ

(
2

zγ

)uδ
Γ(d/2 + uδ/2)

(∮
H

suδ/2es
(∫ 1

0

t−u−1(1− t)u+λ−1dt

)
ds

)
du.

(9)

A change of variable of the type v = d/2 +uδ/2 allows to rewrite the triple integral above as

2(zγ/2)d

δ(2π i)

∮
H

s−d/2es

(∫ 1

0

td/δ−1(1−t)λ−d/δ−1
(∮

Λ̃

Γ(v)

[
t−2/δ(1− t)2/δs

(
2

zγ

)2
]v

dv
)

dt

)
ds.

(10)

Here, Λ̃ is a shifted contour Λ according to the change of variable from u to v in the

complex plane of the inversed Mellin transformation. Next, we use the known formula

e
−1
x = 1

2π i

∮
Λ̃

Γ(v)xvdv, in concert with a change of variable of the type τ = t
1−t to get that

∮
Λ

Γ(−u)Γ(u+ λ)

Γ(λ)

Γ(d/2 + uδ/2)

Γ(−uδ/2)

(
2

zγ

)uδ
du

=
zdγd

2d−1δ

∮
H

s−d/2es
(∫ ∞

0

τ d/δ−1

(1 + τ)λ
e−τ

2/δγ2 z2/4sdτ
)

ds.

(11)

3 Theoretical Results

The convergence results below are based on taking a double limit. Some care is needed to

take exchangeability into account, as shown below.

Theorem 1. Let λ > 0, δ ∈ (d/2, 2] with d = 1, 2. Let M̂ 1
2
,α and Ĉδ,λ,αλ be the the isotropic

spectral densities defined at (4) and (5), respectively. Then, it is true that

lim
λ→∞

lim
δ→1

Ĉδ,λ,αλ(z) = M̂ 1
2
,α(z), (12)

for z = ‖z‖ and z ∈ Rd.
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Proof. We provide a constructive proof based on direct calculations.

lim
λ→∞

lim
δ→1

Ĉδ,λ,αλ(z) =
z−d

πd/2
1

2πi
lim
λ→∞

lim
δ→1

∫ −ε+i∞

−ε−i∞

Γ(−u)Γ(u+ λ)Γ(d/2 + uδ/2)

Γ(λ)Γ(−uδ/2)

(
2

zαλ

)uδ
du

=
z−d

πd/2
1

2πi
lim
λ→∞

∫ −ε+i∞

−ε−i∞

Γ(−u)Γ(u+ λ)Γ(d/2 + u/2)

Γ(λ)Γ(−u/2)

(
2

zαλ

)u
du

=
z−d

πd/2
1

2πi

∫ −ε+i∞

−ε−i∞

Γ(1/2− u/2)Γ(d/2 + u/2)

π1/221+u

(
2

zα

)u
du

=
z−d

2π(d+1)/2

1

2πi

∫ −ε+i∞

−ε−i∞
Γ(1/2− u/2)Γ(d/2 + u/2)

(
1

zα

)u
du

=
z−d

2π(d+1)/2

1

2πi

∫ −1−ε+i∞

−1−ε−i∞
Γ(−u/2)Γ((d+ 1)/2 + u/2)

(
1

zα

)u+1

du

=
z−(d+1)

απ(d+1)/2

1

2πi

∫ −1/2−ε/2+i∞

−1/2−ε/2−i∞
Γ(−ω)Γ((d+ 1)/2 + ω)

(
1

zα

)2ω

dω

=
z−(d+1)Γ((d+ 1)/2)

απ(d+1)/2

1(
1 + 1

z2α2

)(d+1)/2

=
αdΓ((d+ 1)/2)

π(d+1)/2

1

(1 + z2α2)(d+1)/2
.

The proof is completed.

The second result of this section is summarized below.

Theorem 2. Let λ > 0, δ ∈ (d/2, 2] with d = 1, 2. Let M̂ 1
2
,α and Ĉδ,λ,γ be the the isotropic

spectral densities defined at (4) and (5), respectively.

Then, it is true that

lim
δ→1

lim
λ→∞

Ĉδ,λ,αλ(z) = M̂ 1
2
,α(z), (13)

for z = ‖z‖ and z ∈ Rd.

Prior to discussing the proof, some comments are in order. Theorem 1 and 2 show a

convergence type argument for the spectral density associated with the Generalized Cauchy

covariance function. Further, the two theorems can be used to argue that the we have

exchangeability of the double limit that is taken in both theorems. A proof is provided

below.

Proof. A constructive proof is provided. Let Ĉδ,λ,γ be the Generalized Cauchy spectral density

as defined at (6). We invoke the Mellin Barnes integral Allendes et al. (2013); Faouzi et al.
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(2020) in concert with Equation (11) to write Ĉδ,λ,γ as

Ĉδ,λ,αλ(z) =
(αλ)d

2d−1δπd/2(2π i)

∮
H

s−d/2es

(∫ ∞
0

τ d/δ−1

(1 + τ)λ

∞∑
n=0

(−1)n

n!

(
τ 2/δ(αλ)2 z2

4s

)n
dτ

)
ds

=
(αλ)d

2d−1δπd/2(2π i)

∞∑
n=0

(−1)n

n!

(
αλz

2

)2n ∮
H

s−d/2−nes

(∫ ∞
0

τ d/δ+2n/δ−1

(1 + τ)λ
dτ

)
ds.

(14)

We now note that, for λ sufficiently large, we have∫ ∞
0

τ d/δ+2n/δ−1

(1 + τ)λ
dτ =

Γ(λ− d/δ − 2n/δ)Γ(d/δ + 2n/δ)

Γ(λ)
.

Thus, we write

Ĉδ,λ,αλ(z) ∼ (αλ)d

2d−1δπd/2(2π i)

∞∑
n=0

(−1)n

n!

(
αλz

2

)2n ∮
H

s−d/2−nes
Γ(λ− d/δ − 2n/δ)Γ(d/δ + 2n/δ)

Γ(λ)
ds

=

(
αλ1−1/δ

)d
2d−1δπd/2

∞∑
n=0

(−1)n

n!

(
αλ1−1/δz

2

)2n
λd/δ+2n/δΓ(λ− d/δ − 2n/δ)Γ(d/δ + 2n/δ)

Γ(λ)Γ(d/2 + n)
,

(15)

Direct inspection shows that

lim
λ→∞

Γ(λ− d/δ − 2n/δ)λd/δ+2n/δ

Γ(λ)
= 1.

Hence,

Ĉδ,λ,αλ(z) ∼
(
αλ1−1/δ

)d
2d−1δπd/2

∞∑
n=0

(−1)n

n!

Γ(d/δ + 2n/δ)

Γ(n+ d/2)

(
αλ1−1/δz

2

)2n

. (16)

We note a classic identity for the convergent series given by

(1 + ax)−b =
∞∑
k=0

(−1)k(b)k
k!

(ax)k.

The identity above shows the result by letting δ tend to 1. Indeed,

lim
δ→1

Γ(d/δ + 2n/δ)

Γ(d/2 + n)
= 2d−1+2nΓ(d/2 + n+ 1/2)/π1/2,

9



which in turn implies

lim
δ→1

lim
λ→∞

Ĉδ,λ,αλ(z) =
αd

π(d+1)/2

∞∑
n=0

(−1)n

n!
Γ(n+(d+1)/2) (α z)2n =

αdΓ (d/2 + 1/2)

π(d+1)/2

1

(1 + α2z2)(d+1)/2
.

The proof is completed.

We start by recalling the Cauchy uniform criterion of convergence. This will be crucial

to prove part of the results following subsequently.

Theorem 3. [Uniform Cauchy criterion] Let (R, | · |) be a complete metric space. Then, a

sequence of functions fn, n ∈ N, converges uniformly in the sense of Cauchy on the positive

real line if and only if

∀ε > 0 ∃Nε ∈ N s.t. ∀m,n ∈ N
[
m,n ≥ Nε ⇒ ∀x ∈ R+ |fm(x)− fn(x)| ≤ ε

]
.

Theorem 4. Let λ > 0 and δ ∈ (d/2, 2]. Let Cδ,λ,γ be the Generalized Cauchy function in

Equation (3), and let Mν,α be the Matérn function as in Equation (2). Then, for d = 1, 2,

lim
δ→1

lim
λ→∞

Cδ,λ,αλ(r) = M 1
2
,α(r),

with uniform convergence for r ∈ (0,∞).

Proof. We need to show that Ĉδ,λ,αλ is uniformly convergent with respect to λ and δ. Let us

consider an increasing sequence {λn}∞n=0 of natural numbers. Then, we write

∣∣∣Ĉδ,λm,αλm(z)− Ĉδ,λn,αλn(z)
∣∣∣ =

z1−d/2

πd/2

∣∣∣∣∣∣∣
∫ ∞

0

Jd/2−1(rz)rd/2(
1 + ( r

αλm
)δ
)λm dr −

∫ ∞
0

Jd/2−1(rz)rd/2(
1 + ( r

αλn
)δ
)λn dr

∣∣∣∣∣∣∣
≤ z1−d/2

πd/2

∫ ∞
0

∣∣∣∣∣∣∣
Jd/2−1(rz)rd/2(
1 + ( r

αλm
)δ
)λm − Jd/2−1(rz)rd/2(

1 + ( r
αλn

)δ
)λn
∣∣∣∣∣∣∣ dr.

(17)
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Using the well known inequality (Olver et al., 2010) |Jd/2−1(rz)| ≤ |rz|d/2−1

2d/2−1Γ(d/2)
, we have

∣∣∣Ĉδ,λm,αλm(z)− Ĉδ,λn,αλn(z)
]

≤ 1

πd/22d/2−1Γ(d/2)

∣∣∣∣∣∣∣
∫ ∞

0

 rd−1(
1 + ( r

αλm
)δ
)λm − rd−1(

1 + ( r
αλn

)δ
)λn
 dr

∣∣∣∣∣∣∣
=

1

πd/22d/2−1Γ(d/2)

∣∣∣∣∣
∫ ∞

0

[
(αλm)d rd−1

(1 + rδ)λm
− (αλn)d rd−1

(1 + rδ)λn

]
dr

∣∣∣∣∣
=

1

δπd/22d/2−1Γ(d/2)

∣∣∣∣∣
∫ ∞

0

[
(αλm)d rd/δ−1

(1 + r)λm
− (αλn)d rd/δ−1

(1 + r)λn

]
dr

∣∣∣∣∣
=

1

δπd/22d/2−1Γ(d/2)

∣∣∣(αλm)d B (d/δ, λm − d/δ)− (αλn)d B (d/δ, λn − d/δ)
∣∣∣

=
Γ(d/δ)

δπd/22d/2−1Γ(d/2)

∣∣∣∣(αλm)d
Γ(λm − d/δ)

Γ(λm)
− (αλn)d

Γ(λn − d/δ)
Γ(λn)

∣∣∣∣
≤ Γ(d/δ)

δπd/22d/2−1Γ(d/2)

∣∣∣(αλm)d λ−d/δm − (αλn)d λ−d/δn

∣∣∣

(18)

Then, for δ < 1 with a higher frequency of λi, i ∈ {n,m}, we obtain that

∀ε > 0 ∃Nε ∈ N ∀m,n ∈ N
[
m,n ≥ Nε ⇒ ∀x ∈ R+ |Ĉδ,λm,αλm(z)− Ĉδ,λn,αλn(z)| ≤ ε

]
.

Applying Theorem 3, we have the result given in Equation (13). The proof is completed.

Some comments are in order. In the absence of theoretical rates of convergence, we show

some simple numerical results on the convergence of the Generalized Cauchy model C1,λ,αλ(r)

to the Matérn model M 1
2
,α(r) when λ→∞. Specifically, we analyze the absolute error (AE)

Eλ(r) := |C1,λ,αλ(r)−M 1
2
,α(r)|, r ≥ 0, (19)

when increasing λ for given values of α.

According to Theorem 4, Table 1 depicts the convergence of the Generalized Cauchy

model to the Matérn model by reporting the maximum of the absolute error Eλ(r), denoted

MAE, when increasing λ for different values of α. In particular Table 1 shows that the MAE

approaches zero when increasing λ, as expected. In addition, it can be appreciated that the

larger the value of α, the faster the convergence of the Generalized Cauchy model to the

Matérn model.

We also depict a graphical representation for a specific value of α = 0.2/3 and increasing
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λ. In particular, in Figure 1 (left part) we plot C1,λ,αλ, for λ = 1, 2, 5, 20 and M1/2,α. The

right part of Figure 1 displays the associated values of Eλ. From both Figures, it can be

graphically appreciated the convergence under this specific setting.

Table 1: Maximum of Eλ as defined in (19) when increasing λ for increasing value of α.

λ 1 2 5 20 60 160 390 700 2000

α = 0.02/3 0.20363 0.11608 0.05075 0.01331 0.00449 0.00169 0.00069 0.00039 0.00014
α = 0.2/3 0.20363 0.11608 0.05075 0.01331 0.00449 0.00169 0.00069 0.00039 0.00014
α = 2/3 0.17687 0.10340 0.04620 0.01228 0.00415 0.00156 0.00064 0.00036 0.00013
α = 20/3 0.00886 0.00462 0.00190 0.00048 0.00016 0.00006 0.00002 0.00001 0.00000
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Figure 1: Left part: the C1,λ,αλ(r) model with λ = 1, 2, 5, 20 and λ → ∞ i.e. the M 1
2
,α(r) model

(red color) with α = 0.3. Right part: associated absolute value error Eλ(r) as defined in (19)

4 Conclusion

The present paper provides an interesting bridge between models indexing fractal dimensions

and Hurst effects with models that allow to index differentiability at the origin, and hence

mean square differentiability of a Gaussian random field with a given covariance function.

We understand that the result obtained this paper applies to a special case of the Generalized

Cauchy function only. It could not be otherwise, as attaining convergence of a long memory

process to a process having a covariance function with light tails would be counterintuitive.

12



The techniques used in this paper might open for similar works devoted to bridging different

classes of covariance functions, in the spirit of Bevilacqua et al. (2022) and Emery and Alegŕıa

(2021).

For future researches, it would be extremely useful to bridge different classes of space-time

covariance functions.
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