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Abstract

The recent diffusion of novel oil technologies has increased the variability

of petroleum resources. Today, it is possible to mine oil sands, to extract

liquids from tight rocks, and to produce high-viscosity oils. Merging ac-

counting and environmental data, we quantify the upstream emissions of

the least profitable oilfields. According to our estimates thirteen fields, re-

sponsible for the production of 0.72 million barrels per day, represent the

1% extensive margin of the industry. These formations are Heavy & Ex-

tra Heavy and Sands deposits. Their average upstream carbon intensity is

114.61 KgCO2e per barrel versus a global average of 54.35. Similar results

are obtained widening the extensive margin to 2.5% and 5%. This finding

suggests that a fall in the global oil demand of 1% can reduce upstream

emissions by 24.95 MMtCO2e per year, the annual footprint of 5.3% of all

the cars registered in the United States.
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1 Introduction

The oil market connects tens of thousands of oilfields to billions of consumers

via two million kilometers of pipelines and five hundred millions dead-weight tons

of merchant shipping (Cruz & Taylor, 2013). This global web has progressively

transformed many regional markets into a worldwide pool of crude where riskless

price arbitrages are virtually unattainable (Adelman, 1984; Nordhaus, 2009).

The combined efforts of the logistic and of the financial sector have removed re-

sale opportunities, standardizing the global oil demand (Milonas & Henker, 2001).

Conversely, a set of technological advancements has diversified the global oil supply

widening the production possibilities of the petroleum sector (Maugeri, 2012). To-

day, it is possible to extract liquids trapped tightly in impermeable shale rocks, to

mine heavy-oil-bearing sands, to explore the far Arctic, and to access deep-water

deposits located in the oceans depths (Gordon, Brandt, Bergerson, & Koomey,

2015). The increased variety of the industry supply side has two consequences.

First, day-to-day expenses diverged making some oilfields marginally more prof-

itable than others (Masnadi et al., 2021). Second, the upstream carbon footprint

is now heterogeneous (Masnadi et al., 2018). The aim of the paper is to bundle

these two quantities and study how they co-move to answer the following question:

“How does a small shock on the global oil demand affect the carbon emissions of

the global oil supply chain?”

We construct an extraction-exploration model where oilfields are risk-neutral firms

facing heterogeneous revenues and costs (Pesaran, 1990). We quantify the firm’s

markup by estimating their selling prices and marginal extraction costs. We exploit

the theoretical framework to derive a field-level pricing equation, which separates

global demand-driven shocks from the impact of crude-specific characteristics on

the value of the extracted oil. Then, we use the future prices of publicly traded oil

classes and the cost of imported crude oils in the United States to estimate it. In a

similar way, we derive a microfounded field-level cost function, which disentangles

the impact of natural pressure from the one of other factors of production. To

achieve this goal, we build on the formulation proposed by Anderson, Kellogg, and

Salant (2018) allowing for the possibility that discoveries and depletion affect the

firm’s marginal costs through separate channels with potentially different magni-

tudes. This increased flexibility is particularly useful to model the marginal costs

of non-conventional formations. Then, we use the WoodMac Upstream Data Tool

(WoodMackenzie, 2020) to estimate the cost function.

Subtracting the marginal extraction costs from the selling price, we obtain the

2
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shadow price of discovered oil. In other words, we approximate how much money a

firm is willing to pay in order to manage an extra barrel of oil located in a particular

field at a specific point in time. Ordering these values, from the smallest to the

largest, we construct a global merit order curve, which identifies how profitable

the different segments of the supply are. The least profitable segments of the

merit base curve identify the extensive margin of the industry. According to our

estimates, the least profitable 1% of the global production is made of Venezuelan

Heavy & Extra Heavy deposits and of Canadian oil Sands. These formation are

roughly responsible for the production of one million barrels per day.

Once identified the oil industry extensive margin, we analyze the economic and the

environmental consequences of its displacement. From an economic prospective, we

multiply the amount of technically recoverable reserves currently available, which

would become unprofitable by a marginal change in the market conditions, by their

estimated selling price to obtain the monetary value of the stranded resources.

According to our estimate, decreasing the global oil demand by 1% would result in

stranding circa 15.56 billion barrels of oil with a commercial value of approximately

578.65 billion US Dollars. From an environmental prospective, we multiply the

production volumes, which would become unprofitable by a marginal change in

the market conditions, by their upstream carbon intensity to obtain the volume of

greenhouse gas savings. To compute the entire well-to-wheel emission reduction,

we estimate and add to it the mid- and downstream savings. According to our

results, decreasing the global oil demand by 1% would result in reducing upstream

emissions by 24.95 MMtCO2e per year. This quantity is approximately equal to the

annual carbon footprint of 5.4 million cars (i.e., more than 5.3% of all the privately-

owned cars registered in the US). The corresponding well-to-wheel emission savings

equal approximately 123.66 MMtCO2e. We show that these results are robust to

an imperfect competition scenario where large International Oil Companies play a

game in quantities, while National Oil Companies member of the Organization of

the Petroleum Exporting Countries (OPEC) behave as members of a cartel.

To the best of our knowledge, the present paper is the first attempt to derive how

oil quality, global demand trends, reservoir pressure, market power, and upstream

emissions are intertwined starting from a rigorous theoretical formulation, which

begins from the behavior of a single well and ends with the impact of OPEC on

the global average oil price.

3
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2 The Oil Shadow Price

We study a general equilibrium economy featuring four types of players: oil ex-

traction firms, refineries, consumers, and the government. In this section we focus

solely on the key actors, the oil firms. A detailed description of the other parts

of the model and of its competitive equilibrium solution, which are used solely to

derive some of the rebustness results presented in section 4 and 5, is provided in

the Appendix.

We assume that each oilfield i is managed by a risk-neutral firm k, which owns

n(k) fields. In this section, we assume that oil firms exert no market power, but

we relax this assumption in section 5. The firm decides in period t its production

and investment plan for all periods t + s with s = 0, 1, 2, .... Its intra-temporal

profits, in each period t+ s,

Πk
t+s =

n(k)∑
i=1

P i
t+sQ

i
t+s − Ci

t+s(Q
i
t+s, L

i
t+s−1,M

i
t+s−1, Geoi, ϵit+s)−W i

t+s , (1)

are the difference between revenues, extraction costs, and discovery costs, aggre-

gated across all the controlled fields. The field revenues are the product between

the oil price P i
t+s and the quantity of oil produced Qi

t+s. The oil price is determined

in a competitive equilibrium and is a function of the chemical characteristics of

the crude produced by field i, as illustrated in section 3.1. The specific functional

form for the cost function is obtained as the outcome of a cost minimization prob-

lem solved by the firm in each period, whose details are outlined in section 3.2.1.

The resulting field-level extraction costs Ci
t+s are a function of the quantity of oil

extracted and of the quantity of reserves available when the production starts.

Let Di
r denote the new discoveries in period r. Available reserves are equivalent

to the initial size of the deposit Ri plus the discoveries occurred after the initial

assessment of the field Li
t+s−1 = Ri +

∑t+s−1
r=1 Di

r and minus the sum of extracted

liquids M i
t+s−1 =

∑t+s−1
r=1 Qi

r. Finally, the costs are function of the peculiar geology

of the field Geoi and of an idiosyncratic shock ϵit+s. The exploration costs, W i
t+s,

are the expenses incurred to discover new oil located in field i.

Every field faces two physical constraints. The first one,

Li
t+s ≤ Li

t+s−1 +Di
t+s(W

i
t+s, L

i
t+s−1, ξ

i
t+s) , (2)

restrains the cumulative amount of discoveries at time t+ s to be lower or equal to

the one obtained till time t+ s− 1 plus the new ones Di
t+s(.)

1, which are function

1The inequality captures the implicit assumption that the firm is free to ignore/disregard

newly discovered oil in its assessment of total available reserves.
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of the exploration expenditures W i
t+s, of the quantity of discoveries made in the

past Li
t+s−1, and of an idiosyncratic shock ξit+s.

The second constraint ensures that the cumulative depletion exerted until t+s−1,

denoted by M i
t+s−1, plus the production at time t + s, equals or exceeds2 the

cumulative depletion at time t+ s,

M i
t+s ≥ M i

t+s−1 +Qi
t+s . (3)

Each firm in period t decides the volumes of production, Qi
t, Q

i
t+1, ... and the rates

of investment in exploratory W i
t ,W

i
t+1, ... by maximizing the expected discounted

future stream of profits. The decision is conditioned by the available information

set Ωk
t+s−1 which includes previous prices, quantities, and shocks,

Ωk
t+s−1 =

{[
P i
s

]t−1

s=0
,
[
Qi

s,W
i
s ,M

i
s, L

i
s

]t−1

s=0
,
[
ϵis, ξ

i
s

]t−1

s=0

}n(k)

i=1
.

The resulting inter-temporal profit maximization problem can be solved using stan-

dard methods. The Lagrangian writes

Li
t = Et−1

{ n(k)∑
i=1

∞∑
s=0

κs
[
Πi

t+s + λi
t+s[M

i
t+s −M i

t+s−1 −Qi
t+s]+

+ µi
t+s

[
Li
t+s−1 +Di

t+s − Li
t+s

]]∣∣Ωi
t+s−1

}
,

where 0 ≤ κ < 1 is the inter-temporal discount factor. The shadow price of

discovered oil in field i in period t,

Et−1[λ
i
t|Ωi

t−1] = Et−1[P
i
t |Ωi

t−1]− Et−1

[
∂Ci

t(.)

∂Qi
t

∣∣∣∣Ωi
t−1

]
, (4)

is obtained by solving the firm’s optimality condition and is equal to the difference

between the price at which the field sells its output and its marginal production

costs. The closer its magnitude is to zero the more the decision of the field man-

agement shifts from “how much should the field produce?” (intensive margin) to

“should the field keep producing or cease business operations?” (extensive margin).

While our analysis allows for both types of decisions, our empirical exercise focuses

exclusively on extensive-margin choices.

2The inequality captures the implicit assumption that the firm can dispose of extracted oil

for free.
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3 Empirical Analysis

3.1 Expected Prices

To the best of our knowledge, business intelligence companies do not provide data

about the selling prices of individual oilfields. However, we know that such prices

depends upon the global price and the chemical characteristics of the crude oil

(Lanza, Manera, & Giovannini, 2005; Fattouh, 2010). Making use of the optimality

conditions of the demand side of the theoretical model, we structurally derive a

field-level expected price equation,

Et−1[P
i
t |Ωi

t−1] = P̄t + β1t(API i − API t) + β2t(S
i − S̄t) , (5)

where the price at which field i expects to sell its output equals a global reference

price P̄t adjusted by the delta between the gravity of field i and the average gravity

of the oil traded at time t (API i − API t) and by the delta between the sulfur

content of field i and the average sulfur content of the oil traded at time t (Si− S̄t)

Details on the derivation are provided in the Appendix. We take as reference

price the average price at which United States refineries import different streams

of crude (EIA, 2020b) and as (API t, S̄t) the average gravity and sulfur content

of crude imported in the United States (EIA, 2020a). P̄t is measured in United

States dollars per Barrel of Oil Equivalent ($/BOE), while (API i − API t) and

(Si − S̄t) are dimensionless quantities expressed as pure numbers. As a result,

(β1t, β2t) are measured in $/BOE. Both these coefficients might vary over time.

The variations could be due to a change in the composition of the demand for oil

derived products, in the technology employed by the refineries, or in a combination

of the two. For example, an increase in the relative demand for light products,

like gasoline and jet fuel increases, could boost the impact of (API i − API t) on

Et−1[P
i
t |Ωi

t−1]. Conversely, if technological progress allows refineries to produce

lighter products using heavier oils without facing higher operational costs, the

impact of (API i − API t) on Et−1[P
i
t |Ωi

t−1] could decrease. Lastly, an interplay

between these two effects may occur.

We do not observe Et−1[P
i
t |Ωi

t−1]. However, we observe the prices of several crude

mixtures, which group oils coming from different producers into a tradable class.

Using the Energy Information Administration dataset and the PSA Management

and Services BV database, we collect the yearly future prices3 and the chemical

3The Energy Information Administration dataset provides only nominal prices. In order to

make them comparable with the marginal extraction costs, we download WoodMac costs in

6
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characteristics of twenty-three oil classes over the time interval 1978-2018 (EIA,

2019; Management & BV, 2019). Table 1 provides the summary statistics of the

future prices, the gravity, and the sulfur content of every class. Figure (1) shows

how the future prices (FP ) respond to the interaction between demand and supply.

To the contrary, Figure (2) shows that, for any given average real price, the lighter

and sweeter the crude stream is (high API - low S), the more valuable it becomes.

Table 1: Summary Statistics of FPt(z).

Oil Class (z) Country of Origin Mean SD Min Max API S

Arabian Light Saudi Arabia 40.39 29.36 12.36 109.43 32.8 1.97

Arabian Medium Saudi Arabia 40.70 29.34 10.86 107.12 30.2 2.59

Basrah Light Iraq 76.11 25.70 39.90 106.93 30.5 2.90

Berri Saudi Arabia 78.82 25.79 45.62 110.77 38.5 1.50

Bonny Light Nigeria 42.21 30.84 13.62 117.70 33.4 0.16

Bow River Heavy Canada 33.96 22.82 10.41 84.29 24.7 2.10

Brent Crude United Kingdom 28.10 13.30 13.94 64.60 38.3 0.37

Cabinda Angola 26.90 13.92 12.69 69.17 32.4 0.13

Forcados Blend Nigeria 32.34 22.95 14.35 111.07 30.8 0.16

Furrial Venezuela 18.27 4.26 12.24 28.23 30.0 1.06

Leona Venezuela 20.98 9.36 9.79 51.55 24.0 1.50

Light Sour Blend Canada 69.09 20.51 40.04 96.52 64.0 3.00

Lloydminster Canada 33.88 23.95 10.15 82.50 20.9 3.50

Marlim Brazil 78.42 27.83 47.77 114.32 19.6 0.67

Mayan Mexico 36.01 27.09 9.21 100.29 21.8 3.33

Merey Venezuela 72.31 24.94 38.97 103.28 15.0 2.70

Napo Ecuador 70.78 25.76 37.46 101.53 19.0 2.00

Olmeca Mexico 31.82 22.98 13.58 101.14 37.3 0.84

Oriente Ecuador 39.10 27.57 11.55 105.50 24.1 1.51

Qua Iboe Nigeria 99.73 22.16 68.26 117.02 36.3 0.14

Rabi-Kouanga Gabon 33.79 23.38 13.65 95.46 37.7 0.15

Saharan Blend Algeria 83.16 24.68 49.82 115.82 45.0 0.09

WTI United States 42.30 27.68 14.34 99.56 39.6 0.24

Sources:EIA (2019); Management and BV (2019).

Our theoretical framework implies that the oil class prices equal the weighted

average of the field prices belonging to that class. Using this result, and assuming

that all private information is publicly available (Ωi
t−1 = Ωpub

t−1), we derive a formula

nominal and in real terms. Using both values, we compute the Consumer Price Index (CPI) used

by WoodMac to transform nominal costs into real ones. Rescaling the nominal future prices and

P̄t using the WoodMac CPI ensures that field level expected prices and marginal extraction costs

are comparable quantities.
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Figure 1: Future prices of twenty-three oil class over the time interval 1978-2018.

Colors reflect the sulfur content, where dark red represents high content and dark

blue low percentages.

for the future price of oil of class z in period t,

FPt(z) = Et−1

[∑
i∈z

wi
tP

i
t |Ω

pub
t−1

]
= Et−1

[∑
i∈z

wi
tP

i
t |Ωi

t−1

]
, (6)

where {wi
t}

N(z)
i=1 are time-varying weights identifying the relative importance of a

field belonging to class z in period t. Then, we substitute the structural equation

(5) for the expected price of oil from field i into the formula (6). As a result, we

can glue the twenty-three future prices time series into a panel structure and run

the regression

FPt(z) = P̄t + β1t(API(z)− API t) + β2t(S(z)− S̄t) + ςt , (7)

where we assume Et[ςt|API(z), S(z)] = 0, and use the estimated (β̂1t, β̂2t) to pre-

dict the unobserved response Et−1[P̂
i
t |Ωi

t−1].

Before running equation (7) and use its structural coefficient to reverse-engineer

Et−1[P
i
t |Ωi

t−1], we check if the future and reference prices are stationary. Not all
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oil classes have time series long enough to perform unit root tests. However, a

subgroup of ten does4. Following Pesaran (2007) and Costantini and Lupi (2013),

we perform four types of Panel Covariate-Augmented Dickey-Fuller Test5: 1) with

linear trend without Pesaran cross-sectional correlation, 2) with linear trend with

Pesaran cross-sectional correlation, 3) with drift without Pesaran cross-sectional

correlation, and 4) with drift with Pesaran cross-sectional correlation. We fail

to reject the null hypothesis of presence of a unit in all cases obtaining p-values,

which range from ∼0.88 to ∼0.41. In a similar way, we fail to reject the presence

of a unit root for the time series of P̄t (p-value = ∼0.30) using an Augmented

Dickey-Fuller test (Said & Dickey, 1984; Banerjee, Dolado, Galbraith, Hendry, et

al., 1993). The lack of stationarity on both sides of equation (7) allows us to move

4The subgroup is Cabinda, Bow River Heavy, Lloydminster, Oriente, Mayan, Bonny Light,

Forcados Blend, Arabian Light, Arabian Medium, and WTI
5The tests are performed using the R-package CADFtest running the command pCADFtest

(Lupi, 2010).
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P̄t to the lefthandside of the future price equation,

FPt(z)− P̄t = β1t(API(z)− API t) + β2t(S(z)− S̄t) + ςt , (8)

and run a regression in which the dependent variable, being the difference between

two variables cointegrated of order one, is stationary6 (Hamilton, 2020).

Therefore, we can use standard panel techniques to estimate β1t and β2t. We start

running three Pooled Ordinary Least Square (POLS) regressions, which do not

allow the coefficient to be time specific (β1t ≡ β1, β2t ≡ β2). Column (1) of Table

2, which uses API(z)−API t as the only explanatory variable, suggests that a unit

increase in API(z) − API t increases the price of a BOE by 0.30 $. Column (2),

which uses S(z)−S̄t as the only explanatory variable, indicates that a unit increase

in S(z)− S̄t lowers the price of a BOE by 2.98 $. Comparing the results of these

first two regressions suggests that sulfur explains a larger fraction of the variance

of FPt(z) − P̄t than gravity. Column (3) includes both variables, as in equation

(8). In this case, the magnitude of β̂1 shifts from 0.30 to 0.13, while the one of

β̂2 from -2.98 to -2.52. Furthermore, the Adjusted R2 is the largest among the

POLS estimates suggesting that the combined presence of gravity and sulfur can

explain circa one third of the variance of the delta between the future price of an

oil class and a global reference price. The last three columns of Table 2 report the

results obtained using a Random Coefficient Model (RCM) where β1t and β2t are

normally distributed and vary across time7 (Swamy, 1970; Bates, 2005; De Boeck

et al., 2011). The numbers reported in columns (4)-(5)-(6) are the average of the

obtained (β̂1t, β̂2t). Column (4) returns an average impact of API(z) − API t of∑T
t=1 β̂1t/T = 0.39 $/BOE, while column (5) returns an average impact of S(z)−S̄t

of
∑T

t=1 β̂2t/T = −2.70 $/BOE. Contrary to the POLS estimates, in the RCM using

only API(z)− API t or only S(z)− S̄t roughly explains the same portions of the

variance of FPt(z) − P̄t. Using both explanatory variables rescales the average

impact of β̂1t to 0.04 $/BOE and the one of β̂2t to -2.55 $/BOE. We decompose

the average estimates presented in column (6) (
∑T

t=1 β̂1t/T,
∑T

t=1 β̂2t/T ) in Table

3. The delta in API ranges from -0.04 $/BOE in 2012 to a maximum of 0.13

$/BOE in 2015, with an average value of 0.04 $/BOE, and a median one 0.03

$/BOE. Similarly, the delta in sulfur ranges from a minimum of -8.25 $/BOE in

2008 to a maximum of -0.03 in 1986, with a average value of -2.55 $/BOE, and a

median one of -2.20 $/BOE. This last model increases the (Nakagawa) adjusted

6This theoretical result is confirmed by the four previously mentioned tests, which reject the

hypothesis of non stationary of FPt(z)− P̄t, with p-values ranging from 4.8e-06 to 1.4e-08.
7The RCM is estimated using the R-package lme4 (Bates, Mächler, Bolker, & Walker, 2015)

and the conditional modes are extracted with the command ranef.
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R2 to 0.40 (Nakagawa & Schielzeth, 2013). In other words, a model which allows

for time variations in the returns on deltas explains 40% of the variance of the

delta between the future price of a particular oil class and the average oil price

suggesting that 7% of the variance of FPt(z)−P̄t is due to a combination of changes

in the composition of the demand for oil derived products and of the technological

changes in the refinery sector.

Table 2: Future Price Regressions

Dependent variable: FPt(z)− P̄t ($/BOE)

(1) (2) (3) (4) (5) (6)

API(z)− API t 0.30∗∗∗ 0.13∗∗∗ 0.39∗∗∗ 0.04∗∗∗

(0.03) (0.03) (0.30) (0.03)

S(z)− S̄t −2.98∗∗∗ −2.52∗∗∗ −2.70∗∗∗ −2.55∗∗∗

(0.20) (0.23) (1.80) (1.75)

Observations 484 484 484 484 484 484

Adj. R2 0.16 0.30 0.33 0.40 0.39 0.40

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Using the estimates portrayed in Table 3, we obtain the field-level expected prices.

For example, in 2015, when P̄t = 50.39 $/BOE, API t = 31.46, S̄t = 1.4%, β̂1,2015 =

0.13 $/BOE and β̂2,2015 = −2.87 $ / BOE, a hypothetical field i with an API i = 55

and Si = 3% would sell its output at

̂Et−1[P i
t |Ωi

t−1] = 50.39 + 0.13
(0.08)

· (55− 31.46)− 2.87
(1.01)

· (0.03− 0.014) =
53.40$

BOE
.

In that same year a different hypothetical field j containing oil with APIj = 25

and Sj = 4% would sell its output at

̂Et−1[P
j
t |Ω

j
t−1] = 50.39 + 0.13

(0.08)
· (25.00− 31.46)− 2.87

(1.01)
· (0.03− 0.04) =

49.58$

BOE
.

Notice that under the assumption stated in this section ̂Et−1[P i
t |Ωi

t−1] is an unbiased

estimator of Et−1[P
i
t |Ωi

t−1] as long as β̂1t, β̂2t are unbiased estimators of β1t, β2t.

3.2 Marginal Costs

Several business intelligence companies collect data about oilfields revenues and

costs. Among others, WoodMac classifies capital and operational expenditures
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Table 3: Year Specific β1t and β2t of Table 2 Column (6).

API(z)− API t S(z)− S̄t

Year Value Std. Dev. C.I.2.5% C.I.97.5% Value Std. Dev. C.I.2.5% C.I.97.5%

1985 0.07 0.11 -0.14 0.28 -2.75 1.10 -4.90 -0.59

1986 0.05 0.11 -0.16 0.26 -0.03 1.11 -2.21 2.15

1987 0.02 0.11 -0.19 0.23 -1.76 1.12 -3.96 0.43

1988 0.02 0.11 -0.19 0.23 -2.06 1.13 -4.28 0.15

1989 0.03 0.11 -0.18 0.24 -1.94 1.14 -4.17 0.28

1990 0.05 0.11 -0.16 0.26 -1.88 1.14 -4.12 0.36

1991 0.06 0.11 -0.15 0.27 -3.09 1.13 -5.30 -0.88

1992 0.04 0.11 -0.17 0.25 -2.81 1.13 -5.03 -0.60

1993 0.04 0.11 -0.17 0.25 -2.22 1.13 -4.43 -0.01

1994 0.03 0.11 -0.18 0.24 -1.55 1.13 -3.76 0.66

1995 0.03 0.11 -0.18 0.24 -1.18 1.13 -3.39 1.02

1996 0.03 0.11 -0.18 0.24 -1.37 1.13 -3.58 0.84

1997 0.03 0.11 -0.18 0.24 -2.03 1.14 -4.26 0.20

1998 0.03 0.11 -0.18 0.24 -1.67 1.14 -3.90 0.56

1999 0.03 0.11 -0.18 0.24 -0.74 1.14 -2.97 1.48

2000 0.03 0.11 -0.18 0.24 -2.41 1.14 -4.63 -0.18

2001 0.03 0.11 -0.18 0.24 -3.52 1.14 -5.74 -1.29

2002 0.03 0.11 -0.18 0.24 -1.70 1.14 -3.93 0.52

2003 0.02 0.11 -0.20 0.23 -2.47 1.13 -4.69 -0.25

2004 0.06 0.11 -0.15 0.27 -3.65 1.14 -5.87 -1.42

2005 0.09 0.11 -0.12 0.30 -5.88 1.14 -8.11 -3.65

2006 0.09 0.11 -0.13 0.30 -5.45 1.14 -7.68 -3.22

2007 0.03 0.11 -0.18 0.25 -5.58 1.14 -7.80 -3.35

2008 0.06 0.11 -0.15 0.27 -8.26 1.21 -10.62 -5.89

2009 0.12 0.08 -0.03 0.28 -2.35 0.98 -4.27 -0.43

2010 0.10 0.08 -0.05 0.25 -2.17 0.98 -4.09 -0.26

2011 0.07 0.08 -0.08 0.22 -3.66 0.98 -5.57 -1.74

2012 -0.04 0.08 -0.19 0.11 -3.98 0.98 -5.91 -2.05

2013 0.01 0.08 -0.14 0.17 -3.31 0.99 -5.25 -1.38

2014 0.00 0.08 -0.16 0.15 -0.37 1.02 -2.37 1.64

2015 0.13 0.08 -0.02 0.29 -2.87 1.01 -4.85 -0.89

2016 0.03 0.08 -0.12 0.19 -0.85 1.05 -2.91 1.21

2017 0.06 0.08 -0.10 0.21 -1.01 1.05 -3.06 1.05

2018 0.02 0.08 -0.13 0.18 -0.22 1.17 -2.52 2.08
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of (parent) oilfields into twenty-three categories. Table 4 provides the summary

statistics of the different classes over the twenty years time interval 1999-2018. We

sum the first twenty-one of them to obtain the expenditures faced to “get the oil

out from the ground”,

Ci
t = Abandonment Costsit + Capital Receiptsit + ...+ Terminalit , (9)

and the last two to “find new oil”,

W i
t = Development Drillingit + Exploration and Appraisalit . (10)

Table 4: Summary Statistics of the Twenty-Three Types of Cost.

Cost Type Number of Observations Mean Std. Dev. Min Max

Extraction Costs

Abandonment Costs 14,196 1.16 9.77 -8.87 378.72

Capital Receipts 401 6.22 59.26 0.00 1,044.79

Country Specific CAPEX 3,859 7.82 60.81 0.00 1,586.93

Country Specific OPEX 1,772 3.96 12.66 0.00 317.39

Field Fixed Costs 18,056 73.58 237.96 0.00 5,175.10

Field Variable Costs 17,701 45.78 117.94 0.00 2,928.38

General and Administrative 2,549 6.39 12.90 0.00 186.45

Insurance 40 0.07 0.41 0.00 2.62

Non Tariff Transport 2,055 20.05 70.27 0.00 931.03

Offshore Loading 854 3.93 20.70 0.00 264.49

Other CAPEX 10,461 19.14 77.25 -235.08 1,805.82

Other Costs 776 52.39 94.01 0.00 1,246.24

Other OPEX 726 9.08 31.83 0.00 212.17

Pipeline 14,491 6.30 32.50 -17.14 1,060.07

Processing Equipment 13,287 30.31 138.37 -32.60 3,191.38

Production Facilities 16,670 40.38 188.19 -40.14 6,260.00

Subsea 3,701 25.61 84.89 0.00 1,378.67

Tariff Gas 6,987 11.53 60.26 0.00 1,678.20

Tariff Oil 11,731 30.49 134.68 0.00 3,378.91

Tariff Receipts 1,604 11.47 25.17 0.00 239.46

Terminal 759 3.40 17.45 0.00 269.04

Exploration Costs

Development Drilling 17,90 82.59 206.94 0.00 4,495.88

Exploration and Appraisal 123 3.46 12.33 0.00 82.87

Sources:WoodMackenzie (2020).

Figure 3 shows the relative importance of the different cost categories. Excluding

fixed costs, the most relevant ones are the variable costs linked to the production
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Figure 3: Relative weight of the different cost categories.

process. For the purpose of informing the constructing the firm’s cost function, we

briefly illustrate their origin.

When the mineral extraction rights are assigned, a team of geologists and engineers

assesses the production potential of a field drilling a number of exploration wells,

see left panel of Figure 4. The number of exploration wells multiplied by the per-

well cost is a good proxy of W i
t . Once the productive potential of a certain region is

assessed, the area is divided into different sub-areas using a point pattern system.

For illustrative purposes, we show a five-spot patterns method, see central panel

of Figure 4. This technique divides the initial area into regular squares. Then,

at the vertices of the squares are bored wells. The wells placed at the vertices of

the square can be opened and transformed into producing wells, see right panel of

Figure 4.

Once a well is opened, oil free-flows due to the natural pressure of the reservoir.

Over time the natural pressure of the reservoir declines causing a decline in output.

At this point, the management can artificially increase the pressure in the reservoir

by drilling a second type of well called injection wells. The later pump water,

steam, or natural gas to keep the production process fluid, increase the reservoir
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t = 0 t = 1 t = 2

Figure 4: Exploration Wells •, Explored Area , Untapped Wells •, Potentially
Producing Area , Tapped Wells •, Producing Area .

Rump-Up Peak Mature

Figure 5: Untapped Wells •, Tapped Wells •, Injection Wells •, Injected Wa-

ter/Steam

temperature, and its pressure, see Figure 5.

The possibility to use injection wells depends upon the type of oil hosted in the

deposit. If the reservoir contains low viscosity oil trapped in impermeable rocks

(a.k.a. Shale & Tight Oil), untapped wells drill vertically. Then, once the deposit

is reached, untapped wells drill horizontally through the oil-containing rocks. The

horizontal section of the well is then fractured by opening fissures in the rocks.

When the fracturing is completed, the well is tapped. The natural pressure of the

reservoir lifts a mixture of oil, water, and stones above the ground (a.k.a. primary

production phase). During this phase, it is impossible to increase production

injecting water, steam, or natural gas. To the contrary, if the reservoir contains low

viscosity oil trapped in permeable rocks (a.k.a. Light & Medium Oil), untapped
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wells drill vertically. Then, once the deposit is reached and the wells tapped,

the natural pressure of the reservoir lifts the oil above ground. As the field gets

depleted, the pressure declines and with it the free-flow of liquids. However, in both

the aforementioned cases, it is possible to re-bust the reservoir pressure injecting

water in the deposit (a.k.a. secondary production phase). Finally, if the reservoir

contains high viscosity oil trapped in permeable rocks (a.k.a. Heavy & Extra

Heavy Oil), untapped wells drill vertically. Then, once the deposit is reached

and the wells are tapped, the natural pressure of the reservoir lifts the oil above

the ground. Contrary to the previous two cases, the pressure is short lived and,

after few years, it sharply declines. However, unlike for Light & Medium oil, it

is not possible to increase production by injecting water, since the oil would not

flow due to its complex molecular structure8. Therefore, it is necessary to heat

the water, transform it into steam, and inject an aerosol mixture in the reservoir

(a.k.a. tertiary production phase or enhanced recovery method), see Table 5. In

the case of Light & Medium and Heavy & Extra Heavy, it is possible to substitute

and/or complement the injection of water with the one of natural gas. The latter

can push the oil through the pores and the cracks of the matrix block guiding it

toward the production well and increasing the reservoirs’ recovery factor9. Finally,

there are oil sands. They are loose or partially consolidated stones, which contain

oil. The stones are generally saturated with Extra Heavy oil (bitumen). In this

case, the natural pressure of the reservoir does not play a role in the production

process since the oil is mined. The traditional method is to mine the sands and

subsequently upgrade the resulting Extra Heavy oil in order to make the final

product lighter (Shah et al., 2010). More recently, it has become possible to heat

the sands in-situ and avoid the upgrading.

Table 5: Production Phases by Typology of Oil

Production Phase Mean of Production Light & Medium Heavy & Extra Heavy Shale & Tight

Primary Natural Pressure ✓ ✓ ✓
Secondary Water Injection ✓ ✗ ✗

Tertiary Steam Injection TD ✓ ✗

8Note that the opposite is not true. It would be possible to recover Light & Medium Oil

injecting steam in the reservoir. However, this procedure is Technologically Dominated (TD) by

the possibility to increase pressure by injecting water, which allows oil companies to obtain the

same result at a lower cost.
9Natural gas injection could be used to increase the reservoir pressure. However, this practice

is not common due to its high costs.
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The previous discussion allows us to construct a categorical variable Geoi, which

connects pressure and input costs. Namely, if Geoi classifies the different fields

according to: 1) the porosity of the rocks (high vs low permeability), and 2) the

oil consistence (high vs low viscosity), which orders the importance of natural

pressure in determining the field variable costs, then moving from Sands → Heavy

& Extra Heavy→ Light & Medium→ Shale & Tight, we observe an increasing role

of natural pressure in determine the field variable costs. Moving in the opposite

direction, we observe an increasing role of inputs, which substitute natural pressure,

in the production process like steam, water, electricity, and labor. In each of these

formations the extraction costs emerge as the interaction between the geological

characteristics of the oilfield and the endogenous production decision of the firm

management. This interplay has been largely ignored by the existing literature,

which usually makes the extraction costs function of the volumes of oil extracted

and of the amount of recoverable reserves (Livernois & Uhler, 1987; Pesaran, 1990;

Favero, 1992; Masnadi et al., 2021). This last quantity should captures the entire

extraction process becoming the proxy for the logical sequence: more reserves →
more pressure → less inputs. In this framework discovering one barrel should

compensate, in terms of marginal costs, the extraction of one. As a result, the oil

sector becomes no different than any other exhaustible resources industry (Solow

& Wan, 1976), like coal or copper mining (Zimmerman, 1977; Aguirregabiria &

Luengo, 2016), where, once controlled for the ore grade, only the size of the mine

impacts marginal extraction costs.

3.2.1 Extraction Costs

We assume that each firm i faces six types of costs, each corresponding to one or

more cost classes listed in Table 4: extraction costs ExtrCostsit (classes 4, 6, 13,

16), transportation costs TransCostsit (classes 9, 10, 14, 21), fiscal costs Taxesit
(classes 18, 19, 20), maintenance costsMantCostsit (classes 4, 5, 15, 17), disruption

costs DisrCostsit (classes 1, 5) and other costs OtherCostsit (classes 1, 2, 3, 5, 7,

8, 11, 12). The firm’s objective is to choose an input mix (labor, water, steam,
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electricity, etc), which minimizes its cost structure10,

Ci
t =ExtrCostsit + TransCostsit + Taxesit︸ ︷︷ ︸

Variable Costs

+

+DisrCostsit +MaintCostsit +OtherCostsit︸ ︷︷ ︸
Fixed Costs

. (11)

Following (Anderson et al., 2018), we model each oilfield i as a continuum of

wells. The field’s expected size (denoted by Sizei) is equal to the amount of initial

reserves Ri times a constant S capturing the potential for further discoveries in

that field. Each well is characterized by a three-dimensional vector η ∈ T with

T := (0,+∞) × [0, 1] × {0, 1}, where the first element η1 is a random variable

capturing the initial natural pressure of a well of type η (measured at the time of

tapping) and the second element η2 is the depletion rate of the well. Lastly, η3 is an

indicator that equals 1 if the well is tapped and 0 otherwise. The variables η1, η2, η3
are jointly distributed with conditional probability density function f i (η | hi

t),

where hi
t denotes the history of the field up to period t − 1, in particular each

well’s pressure at the time of discovery, its depletion rate and whether it is tapped

or not in each period 0, 1, ..., t−1. Oil extraction is performed using a combination

of n productive inputs in each well. The firm purchases inputs of type j at unit

price pj. Let PInputsi,jt (η) denote the amount of inputs of type j ∈ J used in a

well of type η. Firm i’s extraction costs in period t are equal to the total cost of

the productive inputs purchased by the firm during that period,

ExtrCostsit =
n∑

j=1

∫
T

pj PInputsjt (η) f
i
(
η | hi

t

)
d3η . (12)

The quantity of each specific input used in each well is the outcome of an endoge-

nous choice made by the firm’s management. Specifically, we assume that a firm

aiming to achieve a given production level Qi
t chooses its input bundle seeking to

minimize the total cost of producing such amount of output, and that the efficiency

of a given input mix depends upon the firm’s production technology. Input mix,

technology, and geological characteristics together shape the output of the oilfield,

which equals the aggregate capacity of its wells. As a result, the capacity of a well

of type η is

WellCapacityit
(
η, hi

t

)
= F i

t

({
PInputsi,jt (η)∗

}n

j=1,η∈T ,η
∣∣∣hi

t

)
, (13)

10Note that the inter-temporal profit maximization problem described in section 2 and the

within-period cost minimization problem outlined in section 3.2.1 are consistent with each other,

as in any standard multiple inputs-single output production theory framework. This equivalence

allows us to incorporate the specific characteristics of the oil extraction technology within a

standard microeconomic framework.
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where PInputsi,jt (η)∗ is the (optimally chosen) amount of input j used by firm i

in well η and the technology embedded in F i
t is assumed to be smooth and exhibit

constant returns to scale. Equation (13) is flexible enough to accommodate the

characteristics of the oil extraction technology outlined in the previous section. In

particular, the capacity of each well depends upon its natural pressure at discovery

and the extent to which such natural pressure declines with depletion. Moreover,

WellCapacityit varies together with the average pressure of other wells in the field

and with the share of tapped wells, both captured by the field history hi
t. For

instance, the extraction of large quantities of crude from a given well may affect

the natural pressure of all the other wells in the same field.

The reader may appreciate how the way we model the production of each well

borrows from (Anderson et al., 2018), in particular in assuming that the well’s

output depends solely upon its capacity, which is itself a function of its depletion.

This implies that oil firms can respond to long-term anticipated changes in oil

prices by increasing the overall capacity of the oilfield at the extensive margin (i.e.,

by drilling new extraction wells). However, our framework crucially differs from

theirs because equation (13) embeds the possibility that the oil firm can respond

to short- and medium-term market shocks by boosting the natural pressure of

a well through the injection of liquids and/or gases. Injections are performed

through existing or newly drilled injection wells and using specific inputs (steam,

water, electricity, chemicals, etc.), which are purchased by the firm at market prices

and contribute to boosting extraction costs, as illustrated in equation (12). This

addition captures the key features of the oil extraction process we described in the

previous section while retaining most of the empirically relevant features of the

analysis of Anderson et al. (2018). Moreover, it allows for non-trivial intensive-

margin production choices11 by the firm, which is a necessary feature to obtain

a fully specified functional relationship between the firm’s expected mark-up and

the shadow-price of its oil reserves, as illustrated by equation (4).

Next, we connect the capacity of individual wells with the overall capacity of the

oilfield. Specifically, we assume that the normalized capacity of the oilfield in

period t is given by the Dixit-Stiglitz aggregator of the capacity of its wells,

FieldCapacityit =


∫
T

[
WellCapacityit

(
η, hi

t

)]δ
f i (η | ht) d

3η


1
δ

, (14)

11(Anderson et al., 2018) implicitly rule out the possibility of manipulating the well pressure

through injections by assuming that well-level marginal production costs are equal to zero. As

a result, each well production level is always equal to its maximum predetermined capacity and

firms only choose production levels at the extensive margin.
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for δ < 0. The idea underpinning the use of this aggregator is that there is

potentially some degree of complementarity or substitutability between productive

inputs used across different wells12. Lastly, we assume that the total quantity

of oil produced by every field is a strictly increasing function of its aggregate

capacity, which equals the expected size of the field multiplied by the normalized

field capacity, with formula:

Qi
t = (Sizei · FieldCapacityit)

ξ ,

where the value of the parameter capturing the returns to scale of the firm’s tech-

nology ξ < 1 ensures that the firm’s optimal output choice problem presented in

section 2 is well-behaved.13 Using this setup, we show that at the optimal bundle

of productive inputs the formula for extraction costs writes:

ExtrCostsit =

[
θ̃2 + θGeo

3

Li
t−1

Ri
+ θGeo

3

M i
t−1

Ri

]
Qi

t
2 , (15)

where θ̃2 > 0 and θGeo
3 , θGeo

4 are geology-specific scalars.

We derive the maintenance costs using a similar procedure, where the cost of

the optimal bundle of maintenance inputs is endogenously shaped by the field’s

characteristics. The other components of the firm’s cost structure are modeled

as a linear-quadratic function of oil output, augmented by firm- and time-specific

factors and a stochastic component, see the Appendix for a detailed description.

The resulting cost function,

Ci
t = θ1Q

i
t +

(
θ2 + θGeo

3

Li
t−1

Ri
+ θGeo

4

M i
t−1

Ri

)
Qi 2

t + θGeo
5

(
M i

t−1

Ri

)2

+ ϵit , (16)

disentangles the impact of production choices and average reservoir pressure on

marginal production costs for different types of geological formations. More pre-

cisely, in equation (16) the dependent variable Ci
t is the sum of Operating (OPEX)

and of Capital Expenditures not linked to exploration (Non Exp CAPEX), as iden-

tified by equation (9), measured in Million US Dollars (MM $) spend per Year.

The independent variable Qi
t equals the amount of output produced, measured in

Million Barrels of Oil Equivalent (MM BOE) extracted per Year14. Li
t−1/R

i and

12Note that as δ → −1 the above equals the harmonic mean of the field’s well capacities.
13Conversely, the cost minimization problem described in this section is well-behaved regardless

of the value of ξ. Thus, the theoretical structure underpinning the derivation of the cost function

does not rely on the assumption of diminishing return to scale.
14The decision to use BOE, rather than the traditional Barrel (BBL), allows us to sum the

production of condensate, gas, natural gas liquids (NGL) and oil, so to compare the marginal

costs of fields with a different composition of the output. For example, the BOE allows us to

confront the marginal costs of Sands formations, which produce almost only oil, with the one of

Shale & Tight formations, which produce considerable quantities of associated gases.
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M i
t−1/R

i measure the impact of discoveries and depletion, both rescaled by the ini-

tial volumes of reserves. These two quantities are pure numbers. The error term

ϵit contains a field-specific effect, a time-specific effect, and an idiosyncratic cost

shock ϵit = θi0+θ0t+εit. The latter is normally distributed with finite homoskedastic

variance, εit
iid∼ N (0, σ2

ε).

Equation (16) differs from cost functions in which the extraction costs are function

of the volumes of oil extracted and of the amount of recoverable reserves (Pesaran,

1990; Masnadi et al., 2021) because it allows for the magnitude of the effect of

discovered reserves on the marginal production cost to differ from that of the

depletion rate. Intuitively, this distinction captures the fact that depletion affects

the field’s capacity solely via its effect on well pressure, whereas the discovery of

new reserves may also result in an increase in the field’s installed capacity and, in

turn, in the number of tapped wells.

3.2.2 Estimation

The estimation of equation (16) faces three main econometric issues. First, the

empirical probability density function of Ci
t is virtually always positive15 and over-

dispersed (V[Ci
t ] >> E[Ci

t ] > 0). Second, Ci
t might be co-integrated. Third, Qi

t,

Li
t−1, and M i

t−1 might be endogenous due to reverse causality in cost-production

choices (Marschak & Andrews, 1944; Wooldridge, 2010). Estimating (16) in first

differences effectively tackles the first two problems, while attenuating the third

one.

The empirical probability density function of ∆Ci
t = Ci

t − Ci
t−1 is not always pos-

itive defined. Furthermore, a Wilcoxon signed-rank test rejects the hypothesis

that ∆Ci
t and a simulated variable ∆Csim

t
iid∼ N (1.54, 19, 237.96) (i.e. a normal

distribution with mean and variance equal to the ones of ∆Ci
t) are drawn from

two statistically different distributions (Taheri & Hesamian, 2013). Therefore, we

do not need to estimate the model using a generalized linear models, which would

return non-constant marginal extraction costs (Nelder & Wedderburn, 1972; Liang

& Zeger, 1986). Furthermore, if we run on Ci
t the four Panel Covariate-Augmented

Dickey-Fuller Tests presented in section 3.1, we obtain discordant results. Namely,

the two tests with drift reject the null hypothesis of presence of a unit root, while

the two tests with linear trends (one with one without cross-sectional correlation)

1543 out of 28,924 observations present negative costs (0,14% of the sample). This are mostly

North American fields, which do to fiscal reasons had more rebates than expenditures during the

first or second year of production, such that Taxesit < 0.
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fail to reject the null hypothesis of presence of a unit root. This second results

holds true even if we add as an explanatory variable the quantity of oil extracted

(p-value = ∼0.06) and/or the development and depletion (p-value = ∼0.06). To

the contrary, the same tests on ∆Ci
t regressed on drifts, trends, and/or the other

explanatory variables evaluated in delta always reject the presence of a unit root.

Finally, if we assume that the idiosyncratic cost shock is the sum of a field-specific

unobserved fixed effect ϖi, possibly correlated with all the explanatory variables,

and a random noise χi
t
iid∼ N (0, σ2

χ), which is independent from all the explanatory

variables; then the θs estimated in first differences do not suffer from reverse causal-

ity bias (McElroy, 1987). Namely, since χi
t − χi

t−1 is uncorrelated to Qi
t − Qi

t−1,

Li
t−1−Li

t−2, and M i
t−1−M i

t−2, the θs should be unbiased. While this is a standard

solution in empirical industrial organization (Kawaguchi, 2020), reducing endo-

geneity by evaluating the model in first differences presents two problems. Firstly,

it restricts our ability to capture cross-sectional heterogeneity since we renounce

to estimate field-specific effects (Bai, 2009), those forgoing to exploit the panel

nature of the dataset. Secondly, if the dependent and/or the explanatory variables

contain significant measurement errors, then a first difference estimation might

generate higher biases than a POLS or a fixed effect one, since measurement er-

rors are more likely to survive a first difference than a within transformation. We

tackle the first problem by fitting the model using a Random Coefficient Model,

similar to the one used for fitting the pricing equation, which allows the coeffi-

cients to vary across geological groups while keeping them uncorrelated with the

explanatory variables. While we cannot specifically address the second problem,

we are confident it should have limited consequences for our analysis given that

WoodMac is possibly the most reliable data provider of the petroleum industry.

The global production is dominated by Light & Medium deposits, which are re-

sponsible for 84.51% of all the extracted oil. The average Light & Medium field

produces as much oil as the average Heavy & Extra Heavy one (∼17 MM BOE per

Year). To the contrary, the average Shale & Tight field produces 23.91% of the

average Light & Medium oilfield, while the average sand mine produced 175,27%

the one of the average Light & Medium oilfield. While on average sand mines

produced more oil than any other type of formation, the largest oilfields are re-

sponsible for volumes of production unmatched by sand mines. For example, the

largest Light & Medium fields extract 2,317,88 MM BOE in one year, the largest

sand mine 131.01. The same difference is not reflected in the costs, where the

maximum costs faced by Light & Medium fields were only 23% higher than the

maximum costs registered for sand formations. Table 6 summarizes the costs and

the volumes of production for the different formations.
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Table 6: Summary Statistics of the Extraction Costs and the Production Volumes.

Variable Number of Observations Mean Std. Dev. Min Max

Extraction Costs

Light & Medium 23,066 225.21 596.01 -400.63 10,806.95

Heavy & Extra Heavy 2,649 322.80 801.70 0.00 11,013.02

Shale & Tight 2,882 66.76 123.58 -420.57 1,377.38

Sands 327 1,305.68 1,771.70 2.14 8,761.26

Production Volumes

Light & Medium 23,066 17.23 72.12 0.01 2,317.88

Heavy & Extra Heavy 2,649 17.08 47.60 0.01 785.48

Shale & Tight 2,882 4.12 8.55 0.01 109.71

Sands 327 30.20 34.79 0.05 131.01

Sources:WoodMackenzie (2020).

Over the time interval 1999-2018, the average discovery rate Di
t/R

i is 0.23% per

year. This rate of development implies that, if the deposit does not extract any

oil, in little over three hundred years, it can double its size. However slow this rate

might appear, it still significantly bigger than the median one, which is zero, since

approximately half of the assets analyzed did not made any additional discovery

after the initial assessment of the field size. The largest discoveries are done in

shallow, deep, and ultradeep waters and in Shale & Tight deposits where few

outliers increase their original assessment up to 20% on a year-by-year base. The

average depletion rate Qi
t/R

i is 1.70%. Contrary to the discovery rate, the average

depletion rate is close to the median one (1.70% vs 1.18%). Figure 6 shows the

difference between the discovery and the cumulative depletion rate for different

types of geology.

We run four regressions. Column (1) of Table 7 assumes that discoveries and de-

pletion play no role in determining marginal extraction costs. Column (2) includes

the impact discoveries and depletion without differentiating across geological for-

mations. Column (3) includes geology as a categorical variable, which interacts

with (Li
t−1/R

i, M i
t−1/R

i). Finally, column (4) reports the results of a RCM, which

exactly matches the theoretically derived cost structure of equation (16), and where

(θGeo
3 , θGeo

4 , θGeo
5 ) are normally distributed and vary across geological classes, like

in the pricing equation. The first regression estimates a cost of extracting the first

barrel of 4.13 MM USD. The problem seems to be non-convex in quantities. Every

barrel after the fist one would decrease marginal extraction costs by 1,000 USD.

In the second regression extracting the first barrel costs 5.28 MM USD. Including
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Table 7: Marginal Costs Regressions

Dependent variable: Ci
t − Ci

t−1 (MM $)
Geo Class (1) (2) (3) (4)

Qi
t 4.13∗∗∗ 5.28∗∗∗ 4.99∗∗∗ 4.98∗∗∗

(0.13) (0.14) (0.15) (0.15)

Qi 2
t −0.001∗∗∗ 0.06∗∗ 0.09∗∗∗ 0.08∗∗∗

(0.00) (0.02) (0.02) (0.02)

Qi 2
t · Li

t−1/R
i −0.06∗∗

(0.02)

Qi 2
t ·M i

t−1/R
i 0.01∗∗∗

(0.00)

Qi 2
t · Li

t−1/R
i Light & Medium −0.095∗ -0.007

(0.017)

Qi 2
t · Li

t−1/R
i Heavy & Extra Heavy −0.089∗∗ -0.079

(0.02)

Qi 2
t · Li

t−1/R
i Shale & Tight −0.12∗∗∗ -0.104

(0.02)

Qi 2
t · Li

t−1/R
i Sands −0.17∗ -0.128

(0.02)

Qi 2
t ·M i

t−1/R
i Light & Medium 0.008∗ 0.008

(0.003)

Qi 2
t ·M i

t−1/R
i Heavy & Extra Heavy 0.002 0.002

(0.003)

Qi 2
t ·M i

t−1/R
i Shale & Tight 0.07 0.009

(0.09)

Qi 2
t ·M i

t−1/R
i Sands 0.38∗ 0.0106

(0.18)

Num. obs. 27,616 27,616 27,616 27,616

Adj. R2 0.03 0.04 0.05 0.08

Note:
∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Figure 6: Empirical Density of the Discovery rate (Di
t/R

i) and the Cumulative

Depletion Rate (M i
t/R

i).

discoveries and depletion makes the problem convex since every other barrel in-

creases extraction costs by 6,000 USD. However, for an increase of 1% of the size of

the deposit this increase in costs is perfectly offset. Conversely, decreasing the size

of the deposit by 1% increases extraction costs by 1,000 USD per barrel. Combing

the impact of (θ̂2, θ̂3, θ̂4), we conclude that discoveries offset the convexity of the

cost function and the only element, which make cost grow is the field depletion.

The last two columns introduce geology. In both cases, all discoveries decrease the

marginal costs and all depletion increase them. While both the last one increase

the capacity of explaining the variance of ∆Ci
t by 38% shifting the adjusted R2

from 5 to 8%. Using the outcome of column (4), we obtain the expected marginal

extraction costs,

̂
Et−1

[
∂Ci

t(.)

∂Qi
t

∣∣∣∣Ωi
t−1

]
= 4.98

(0.15)
+ 2

(
0.08
(0.02)

+ θ̂Geo
3

(97.33)

Li
t−1

Ri
+ θ̂Geo

4
(64.04)

M i
t−1

Ri

)
Qi

t , (17)

which can be subtracted to the estimated price equation to find the shadow price

of oil in each field, which we use in the next section to derive the main results of

the paper.
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4 Economic & Environmental Effects of a Marginal

Displacement

In order to analyze the economic and environmental footprint of the petroleum

industry extensive margin, we merge the Oil Production Greenhouse Gas Emissions

Estimator (OPGEE) global carbon intensity dataset with the estimated shadow

prices16. The former contains the upstream emissions of 8,966 (children) oilfields.

The latter the production and cost of 20,522 (children and standalone) oil & gas

fields. Limiting our analysis to fields for which we have all the required information,

we are able to match the shadow price of 2,017 fields covering circa 80% of the 2015

global oil supply17. Rank-ordering the obtained shadow prices from the lowest to

the higher, we obtain the global merit order curve. Superimposing to every shadow

price, its upstream emissions allows us to identify the environmental footprint of

the global petroleum industry, as illustrated in Figure (7). We use this empirical

tool to estimate the economic and environmental effects of an exogenous shocks

on the global oil demand, focusing on the endogenous supply-side responses by

extraction firms and refineries18.

Upstream We analyze the effects of an oil demand reduction of 1%. According

to our estimates, the least profitable 1% of the global production is made out

of eight Heavy & Extra Heavy and five Sand formations. Both types of fields

extract low-viscosity oils. The Heavy & Extra Heavy formations need to inject

large quantities of steam as soon as the natural pressure declines. The oil sands

need to add heat or inject fluids ‘in situ’ to reduce the bitumen’s viscosity. Both

procedures increase the upstream emissions making them significantly bigger than

the one of the standard Light & Medium formation, especially if the latter is well

16For a detailed description on the merging of the cross-sectional dimension of the production

and cost information available in the WoodMac Upstream Data Tool with the emissions estimated

by OPGEE, see the Appendix of Masnadi et al. (2021).
17We choose 2015 as the reference year, since OPGEE emissions have been calculated for 2015.
18Thanks to the general equilibrium framework, we can analytically derive the formulas for

macroeconomic shocks, which affect the equilibrium prices of crude oil and fossil fuels. For

instance, we can analyze the effect of an exogenous shock on global GDP, which is equal to

the effect of a shock of global oil demand of the same proportion times the equilibrium income

elasticity of global oil demand. In this framework, the equilibrium elasticity differs from the

standard notion of income elasticity of demand because it includes the effect of the endogenous

adjustment of equilibrium prices due to the shock. While not shown in the paper, the results

of a global income reduction (or of a change in taste for fossil fuels) have consequences virtually

identical to the one of a decline of oil demand.
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Figure 7: 2015 Global Merit Base Curve coupled with Upstream Carbon Intensity.

Colors reflect the API gravity and the sulfur content, where dark red represents

high sulfur content and low gravity and dark blue represents low sulfur content

and high gravity.

connected to the natural gas infrastructure and avoids large volumes of natural

gas flaring and venting. The volume-weighted average carbon intensity of this

fraction of the global oil supply is 114.61 KgCO2e (113.04 Heavy & Extra Heavy;

116.08 Sands) versus a sample average of 54.35 KgCO2e. In other words, the 1%

of least profitable fields emits more than double than the average global producer.

This implies that a fall in the global oil demand by 1% translates in a reduction

of upstream emissions equal to 24.95 MMtCO2e per year, approximately equal to

more than 5.3% of all the privately-owned cars registered in the US19.

Similarly, the least profitable 2.5% of the global production is made of fourteen

Heavy & Extra Heavy formations, six Sand formations, and four Light & Medium

19The quantification is based on an average emission of 4.6 metric tons of carbon dioxide per

year per vehicle as quantified by the United Stated Environmental Protection Agency (EPA,

2018). The number of privately-owned automobiles for private and commercial use in the US in

2021 was equal to 101,601,344 (U.S. Department of Transportation, 2022).
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deposits. The volume-weighted average carbon intensity of this fraction of the

global oil supply is 78.75 KgCO2e (70.90 Heavy & Extra Heavy; 115.84 Sands,

36.47 Light & Medium). In other words, on average the 2.5% of least profitable

fields is 31% less carbon intensive than the 1% and generates emissions equal to

51.68 MMtCO2e per year. Finally, the least profitable 5% is made of thirty-three

Heavy & Extra Heavy, seventeen Sands, twenty-three Light & Medium, and two

Shale & Tight formation. Their volume-weighted average carbon intensity is 70.92

KgCO2e (69.11 Heavy & Extra Heavy; 97.67 Sands, 54.11 Light & Medium, 50.50

Shale & Tight) and is responsible for 93.02 MMtCO2e of emissions per year. After

passing the 5% least profitable production, the carbon intensity starts converging

to the global average, see Figure (7). Table 8 summarizes all the results.

Table 8: Estimated Upstream Impact of a Marginal Decline in Oil Demand

Carbon Intensity Demand Decline Carbon Savings

Scenario KgCO2e / BOE MM BOE / Day MMtCO2e / Year

1% 114.61 0.72 24.95

2.5% 78.75 1.80 51.68

5% 70.92 3.60 93.02

From an economic prospective, the least profitable 1% of the global production

manages a quantity of reserves equal to 15.55 billions BOE equal to 0.75% of the

global pool. Similarly, the 2.5% of the least profitable fields manages 1.72% of the

global reserves, while the 5% the 5.27%. In other words, the volume of production

displaced by a demand shock are similar to the volumes of reserves stranded. To

the contrary, the value of the displaced oil is smaller than the volume-weighted

global average of 50.66 dollars per BOE. The 1% extensive margin sells its output

at a volume-weighted price of 36.30 dollars per BOE. In a similar way, the 2.5%

sells its oil at 40.31 dollar per barrel and the 5% at 41.50 dollars per BOE. Ta-

ble 8 summarizes all the results. Stranding the 1% less profitable oilfields would

keep 1500 MMtCO2e underground. Cutting off the 2.5% and the 5% less prof-

itable formations would increase the carbon savings to 3270 and 8440 MMtCO2e,

respectively.

Midstream Petroleum refineries use as input blend of multiple streams of crude

feedstocks. The first step of the refining process requires to separate the natural gas

from the liquids. Then, the different gas-free streams are allocated to different sub-

units depending upon the boiling point of their molecules. In each of the processing
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units a set of chemical and thermal processes fragments and rearranges the carbon

and the hydrogen bonds of the input in order to increase the hydrogen-carbon

ratio of the output, while eliminating the sulfur and the nitrogen. The heavier and

sourer the crude stream, the more energy intensive the process becomes.

Since the least profitable oilfields extract heavier and sourer oil than the global

average, their displacement impacts the midstream emissions. In order to quantify

this effect, we run a linear carbon intensity equation,

K̂gCO2e

BOE

r

= 62.03
(2.37)

− 0.62
(0.06)

APIr − 0.95
(0.64)

Sr , (18)

on the gravity and sulfur content of the processed crude using data from 343 refiner-

ies r = 1, 2, ..., 343, located in 83 countries20 as elaborated by Cooney et al. (2017)

and Jing et al. (2020). The dependent variable is the refinery carbon intensity

computed by the Petroleum Refinery Life Cycle Inventory Model 1.4 (PRELIM)

(Abella & Bergerson, 2012). The APIr is the average gravity of the processed

crude and Sr is the average sulfur content. The carbon intensity is measured in

kilograms of carbon dioxide equivalent emitted per barrel of oil equivalent refined

KgCO2e/BOE, while (APIr, Sr) are dimensionless quantities expressed as pure

numbers. As a result, the two coefficients are measured in KgCO2e/BOE. Their

magnitude is obtained using Ordinary Least Squared (OLS) estimates. Accord-

ing to our results, the unconditional emissions equal 62.03 KgCO2e/BOE. Every

increase in gravity makes the emissions decline by 0.62 KgCO2e/BOE. The im-

pact of a gravity change is highly statistically significant. To the contrary, sulfur

content does not play a statistically significant role.

We do not know which oilfields sell to which refineries. Therefore, we cannot ex-

amine how a decline in global oil demand would impact the trading routes between

up- and midstream and calculate how this change would affect midstream emis-

sions. However, we know from the upstream analysis that the global pool of crude

would be lighter and sweeter. Therefore, using an approach similar to (Masnadi et

al., 2021), we use the estimates of equation (18) to construct a partial equilibrium

counterfactual analysis where the global oil demand declines by 1%, 2.5%, and

5%. Then, we measure the volume-weighted change in gravity and sulfur content

of the global pool, and assume that this new stream of crude is processed by a

representative refinery, whose emissions decline by 0.62 KgCO2e/BOE every time

the global pool becomes lighter by one degree, and by 0.95 KgCO2e/BOE every

time the global pool becomes sourer by 1%.

20For homogeneity reason, the cross-section is taken in 2015.
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The pre-shock global pool has an volume-weighted API gravity of 31.93 and a sulfur

content of 1.27%. The 1% reduction scenario of 32.11 and of 1.24%. Therefore,

the midstream carbon intensity shifts from 40.89 to 40.81 KgCO2e/BOE. In a

similar way, in the 2.5% gravity is 32.39 and the sulfur content 1.20% reducing

the carbon intensity to 40.67 KgCO2e/BOE. Finally, the 5% reduction scenario

the gravity is 32.69 and the sulfur content of 1.14% further reducing the carbon

intensity to 40.54%. Table 9 shows how this changes in chemical composition

and consequent change in carbon intensity affect the aggregate emissions of the

refineries. According to our results, the savings range from a minimum of 0.006

to a maximum of 0.025 MMtCO2e / Year. Although non-negligible, these savings

are significantly smaller than the upstream ones. For instance, in the 1% demand

decline scenario, the former represent only 0.02% of the latter. Similar ratios

emerge in the 2.5% (0.03%) and 5% (0.03%) scenario.

Table 9: Estimated Midstream Impact of a Marginal Decline in Oil Demand

Carbon Intensity Demand Decline Carbon Savings

Scenario KgCO2e / BOE MM BOE / Day MMtCO2e / Year

1% 40.81 0.72 0.006

2.5% 40.67 1.80 0.016

5% 40.54 3.60 0.025

Downstream The effects of an oil demand reduction on downstream emissions

are hard to calculate because, contrary to up- and midstream emissions, they

are sensitive to the type of demand shock experienced. For example, a symmetric

global shock in income, like the 2008-2009 financial crisis, would reduce the demand

of different products in the same proportion, as long as consumer preferences are

(intra-temporally) homothetic, as in our theoretical model. To the contrary, an

asymmetric shock in the world income, like the COVID-19 pandemic, would cause

a change in the composition of global oil derived product demand. For instance,

the demand of jet fuel will decline more than the demand for gasoline or ultra-low

sulfur diesel because the pandemic impacted the flying industry more than the

transportation one. These difficulties are well illustrated in (Masnadi et al., 2021).

In keeping with their analysis, we focus on demand shocks that do not depend upon

the consumer’s relative preferences for different oil products. We depart from their

methodology in the fact that we do not construct bounds on the average carbon

intensity of downstream emissions based on estimates in the literature. Instead, we

exploit the consumer side of the theoretical model to calculate the change in the
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demand for each of seven types of oil products identified in the Statistical Review

of World Energy published by BP (BP, 2022). We calculate the change in demand

for each product using the formula for the consumer demand from our theoretical

model and assuming an average refinery hydrocarbon loss equal to 0.75%, a prudent

value based on firms’ best practice (Trident-Consulting, 2023). Then, we use the

stationary combustion emissions values from (EPA, 2020) as prudent measures

of the marginal emissions due to the consumption of each product. Lastly, we

multiply the change in the demand for each product for its carbon intensity and

sum up over all the products to quantify the decline in downstream emissions.

While the results of this exercise – which are summarized in Table (10) – do not

differ significantly from those in the recent literature (Masnadi et al., 2021), our

approach constitutes an improvement with respect to the methodology adopted by

recent studies.

Table 10: Estimated Downstream Impact of a Marginal Decline in Oil Demand

Carbon Intensity Demand Decline Carbon Savings

KgCO2e / BOE MM BOE / Day MMtCO2e / Year

Scenario 1% 2.5% 5% 1% 2.5% 5%

Jet/Kerosene 410.93 0.054 0.135 0.271 8.13 20.32 40.63

Fuel Oil 429.00 0.059 0.148 0.297 9.30 23.25 46.49

Naphtha 358.40 0.047 0.118 0.236 6.18 15.46 30.92

Gasoline 370.16 0.178 0.445 0.891 24.07 60.19 120.37

Diesel/gasoil 430.25 0.209 0.522 1.045 32.83 82.07 164.13

LPG/ethane 239.60 0.092 0.230 0.459 8.04 20.09 40.19

Others 373.15 0.075 0.186 0.373 10.16 25.41 50.82

Total 0.715 1.786 3.573 98.71 246.78 493.57

Well-to-Wheel We merge the results from up-, mid-, and downstream processes

to obtain a comprehensive well-to-wheel quantification of the carbon emission re-

duction effects of a modest decline in the global oil demand. Our findings – sum-

marized in Table (11) – suggest that both down- and upstream processes play a

substantial role in shaping the magnitude of the effect of a demand shock on the

greenhouse gas emissions of the oil sector, with the latter accounting for a share of

the overall emission reductions ranging from 15% to 20% across the three scenar-

ios analyzed in this study. Conversely, midstream emissions play a secondary role,

never exceeding the 0.004% of the total effect of the demand shock. In aggregate,

emission savings are substantial. A 1% fall in the global oil demand translates into

a reduction in greenhouse emissions of 123.67 MMtCO2e per year, approximately
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equal to the total annual GHG emissions of the US State of Colorado in 2016

(EPA, 2023).

Table 11: Estimated Well-to-Wheel Impact of a Marginal Decline in Oil Demand

Upstream Savings Midstream Savings Downstream Savings Well-to-Wheel Savings

Scenario MMtCO2e / Year MMtCO2e / Year MMtCO2e / Year MMtCO2e / Year

1% 24.95 0.006 98.71 123.67

2.5% 51.68 0.016 246.78 298.48

5% 93.02 0.025 493.57 568.61

5 Robustness to Non-Competitive Behavior

In the previous sections, we assume that each field is managed by a risk-neutral

and price-taker firm. However, oilfields are owned by national and international

oil companies, which may exert market power (Golombek, Irrazabal, & Ma, 2018;

Asker, Collard-Wexler, & De Loecker, 2019). We introduce non-competitive be-

havior in the model assuming that the international oil companies play a game in

quantity, while the national oil companies member of OPEC collude in the form

of a cartel21 In this framework, K oil firms (or groups of colluding firms) compete

à la Cournot. Like in section 2, each firm k = 1, 2, ..., K controls n(k) oilfields and

maximizes the present discounted value of the sum of present and future profits.

Firm k decides in period t its production and investment plan for all periods t+ s

with s = 0, 1, 2, ... such that its intra-temporal profits equal

Πk
t+s =

n(k)∑
i=1

Πi
t+s = P i

t+sQ
i
t+s − Ci

t+s(.)−W i
t+s , (19)

where all variables are defined as in equation (1). Each firm k anticipates the

effect of its production choices on the equilibrium prices. In other word, we model

the oil extraction market as a Cournot oligopoly where the equilibrium prices are

identified by equations (5) and (7).

To obtain a tractable formula for the shadow price, we exploit the demand side of

the economy (i.e., the behavior of oil refineries). Oil firms internalize the market-

21This assumption is rather extreme and not meant to provide a realistic description of OPEC

decision-making process. Conversely, it defines a benchmark case that accounts for the maximum

possible degree of market power given the current structure of the oil industry.
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clearing condition so that in each period the equilibrium price must be such that

the demand of oil from field i equals its supply,

Qi
t+s = ADi

t+s ∀i = 1, 2, 3, ...,

where ADi
t+s is the aggregate demand for oil produced by field i. Under relatively

mild assumptions, we show that the effect of an increase in the quantity produced

by field i in period t+ s,

∂

∂Qi
t+s

{
E
[ n(k)∑

j=1

P j
t+sQ

j
t+s|Ωk

t−1

]}
= E

[
P i
t+s +

n(k)∑
j=1

∂P j
t+s

∂ADi
t+s

Qj
t+s|Ωk

t+s−1

]
, (20)

equals (1 + MSk
t+s/ELP )Et−1[P

i
t |Ωk

t−1], where MSk
t =

∑n(k)
j=1 P

j
t Q

j
t/

∑n
i=1 P

i
tQ

i
t is

the market share of firm k in period t + s and ELP is the price elasticity of the

global oil demand. As a result, for finite values of ELP , firm k exerts a positive

degree of market power.

The shadow price of discovered oil in field i in period t,

Et−1[λ
i
t|Ωk

t−1] =

(
1 +

MSk
t

ELP

)
Et−1[P

i
t |Ωk

t−1]− Et−1

[
∂Ci

t(.)

∂Qi
t

∣∣∣∣Ωk
t−1

]
, (21)

equals the perfect competition one only re-scaled by the market power correction

term identified by 20. The latter is the expected market share enjoyed by firm (or

group of firms) k, which is a pure number defined between zero and one, divided

by the price elasticity of global oil demand. In other words, the market power

correction term divides the capacity of firms to influence the global reference price

by the extent to which the demand side of the oil market responds to changes in

the aggregate supply.

Upstream Using this alternative formula for the shadow price, we replicate the

exercise proposed in section 4. Rank-ordering the new shadow prices from the

lowest to the higher, we obtain the merit order curve resulting from a world in

which every company non member of OPEC competes in quantities, while all the

companies owned by governments member of OPEC behave as a perfect cartel,

which maximizes the inter-temporal aggregate profits of the member countries. As

a result, the entire OPEC production is now shifted to the right of the cumula-

tive production, see the jump around the 20 million barrels shown in Figure (8).

This finding becomes numerically more important as the price elasticity becomes

smaller. However, within reasonable intervals, for example ELP ∈ (−0.25,−0.10)

(Kilian, 2022), all the shadow prices remain positive suggesting that our estimates
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Figure 8: 2015 Global Merit Base Curve adjusted by the OPEC behavior coupled

with Upstream Carbon Intensity. Colors reflect the API gravity and the sulfur

content, where dark red represents high sulfur content and low gravity and dark

blue represents low sulfur content and high gravity.

are in line with the one obtained using aggregate demand data22. In this new frame-

work, the least profitable 1% of the global production is made out of six Heavy &

Extra Heavy and seven Light & Medium formations. The volume-weighted average

carbon intensity of this fraction of the global oil supply is 128.72 KgCO2e. Like in

the case of perfect competition the extensive margin is significantly more carbon

intensive than the remaining production. However, its composition has changed.

In perfect competition, Venezuela Heavy & Extra Heavy and Canadian Sands are

the least competitive part of the global supply. In imperfect competition, Cana-

dian Sands gain some competitiveness since they are operated by relatively small

companies, which exert a small amount of market power. As a result, only the

Heavy & Extra Heavy formations located in Venezuela determine the dispropor-

tionate carbon intensity of the extensive margin, since the rest is made of Light &

22If we are willing to assume that OPEC operates as an imperfect cartel, this finding remains

true even for values of the demand elasticity closer to zero.
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Medium formations located in Kuwait (one), Iran (three), and Iraq (three), whose

carbon intensity is slightly above the global average. This description illustrates

how the results in this section depend on the status of Venezuela as OPEC mem-

ber. However, we are confident that they should be robust to endogenous changes

in the structure of OPEC that may occur in response to shocks on the oil market

conditions. This statement relies on the fact that Venezuela is a leading member

of OPEC in terms of production volumes and available reserves and as such, its

possible deviations from collusive behavior are expected to trigger a robust reac-

tion by the other two key members, Saudi Arabia and Iran, on the ground of both

theoretical considerations and historical records (Ghoddusi, Nili, & Rastad, 2017).

We obtain similar findings in the 2.5% and 5% scenarios, since none of the un-

conventional North American formations enters the extensive margin, which is

exclusively made of OPEC members, see Table (12).

Table 12: Estimated Upstream Impact of a Marginal Decline in Oil Demand

Carbon Intensity Demand Decline Carbon Savings

Scenario KgCO2e / BOE MM BOE / Day MMtCO2e / Year

1% 128.72 0.72 33.17

2.5% 86.40 1.80 45.11

5% 59.53 3.60 76.18

While not shown in the paper, the mid- and downstream effects are virtually

unchanged from the perfect competition case.

6 Conclusions

The present paper provides a fully micro-founded empirical tool, which quantifies

the impact of aggregate macroeconomic shocks on the production decisions of oil

firms. Combining its output with life cycle analysis tools, we estimate the environ-

mental consequences of a marginal oil displacement across the global supply-chain.

We start identifying an extraction-exploration equilibrium, where output, costs,

and shadow prices are endogenously determined by the firm profit-maximizing be-

havior. Then, we estimate the magnitude of the shadow prices to quantify the

response of each oilfield to an exogenous change in aggregate demand. According
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to our results, the marginal profitability is highly heterogeneous. The most prof-

itable fields can be twice as profitable than the least competitive ones. Coupling

the profitability with the upstream carbon intensity, we compute the impact of

an exogenous demand shock on the emissions released to ‘get the oil out from the

ground’. According to our results, the impact of marginal displacement is substan-

tial because the least profitable oilfields, which are the most likely to shut down in

response to a fall in oil prices, are also those exhibiting the highest carbon inten-

sity. This finding is robust to the introduction of strategic behavior among firms.

In particular, Venezuelan Heavy and Extra Heavy fields are a large fraction of the

industry extensive margin when firms are price-takers and when they play a game

in quantities. We complement these finding with novel estimates the effect of an

exogenous demand shock on both mid- and downstream emissions, and aggregate

the results to quantify the overall well-to-wheel GHG emission reduction.

Our findings have two key policy implications. First, they imply that the responses

to targeted taxes and subsidies on oil production and consumption are likely to

be highly heterogeneous across fields with different geological characteristics. In

particular, a uniform excise tax on oil production is likely to hit severely the pro-

duction and investment choices of firms producing Heavy and non-conventional

oil, while it would have little effect on other fields. Second, they suggest that an

optimal Pigouvian tax and/or tradable permit scheme might not deliver substan-

tially more efficient outcomes relative to some normatively inferior but easier-to-

implement policy alternatives, such as excise taxes on oil production or a sales tax

on fossil fuels consumption.

Far from being fully exhaustive, the present paper opens a path in the direction

of a more all-inclusive approach toward an increasingly diversified oil industry and

offers a new perspective on how to tackle its contribution to global warming.
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