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A B S T R A C T   

Nowadays, forensic age estimation takes an important role in worldwide forensic and medico-legal institutes that 
are solicited by judicial or administrative authorities for providing an expert report on the age of individuals. The 
authorities’ ultimate issue of interest is often the probability that the person is younger or older than a given age 
threshold, which is usually the age of majority. Such information is fundamental for deciding whether a person 
being judged falls under the legal category of an adult. This is a decision that may have important consequences 
for the individual, depending on the legal framework in which the decision is made. The aim of this paper is to 
introduce a normative approach for assisting the authority in the decision-making process given knowledge from 
available findings reported by means of probabilities. The normative approach proposed here has been ac-
knowledged in the forensic framework, and represents a promising structure for reasoning that can support the 
decision-making process in forensic age estimation. The paper introduces the fundamental elements of decision 
theory applied to the specific case of age estimation, and provides some examples to illustrate its practical 
application.   

1. Introduction 

This contribution is based on two main standpoints. The first one is 
that uncertainty on events of forensic interest should be measured by 
probabilities. The second one is that the age estimation process, in-
tended as the application of medical (scientific) methods for estimating 
the chronological age of an individual, is a recognized forensic dis-
cipline. The conjunction of these two statements leads to a third one, 
namely, that uncertainty on forensic age estimation findings should 
logically be measured by probabilities. 

The logical foundation for applying probability theory to the eva-
luation and interpretation of forensic evidence is nowadays generally 
recognized (see e.g., [1,3,4]), at the point that the guidelines for eva-
luative reporting published by the ENFSI [5, p. 6] clearly state that 
“[…]Evaluation of forensic science findings in court uses [probability] 
as a measure of uncertainty […]”. In particular, the Bayesian frame-
work plays a relevant role in the field, since it offers rules to coherently 
handle the probabilities in the inferential reasoning processes typical of 
evidence evaluation [6]. 

Age estimation is a discipline which has relevantly grown in interest 
in the past few decades [7–9], due to the increased facilitation on world 
travelling, the professionalization of the criminal organizations in-
volved in human trafficking or smuggling [10]. It has been argued that 
age estimation examinations should be approached with a holistic 
perspective, especially in sensitive casework [11]; nonetheless, it is 
unquestionable that an estimation based on scientific methods offers a 
fundamental contribution in terms of accurateness and precision of the 
estimation. In this optic, the recommendations of the Study Group on 
Forensic Age Diagnostics (AGFAD) provide a coherent framework for 
practitioners to use [12]. Given that the term “forensic” refers to the 
application of natural sciences to legal matters [13], the application of 
medical methods for age estimation is naturally a forensic discipline 
since such scientific methodology is applied to provide information of 
legal interest, such as the chronological age1 of an individual or, most 
frequently, an evaluation of the possibility that a person of interest is 
older or younger than a specific age threshold, such as the age of ma-
jority [7]. Hence, uncertainty in forensic age estimation should also be 
assessed by means of probabilities, similarly to other forensic 
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disciplines [15]. Nonetheless, this contribution does not cover issues 
related to how to assign probabilities related to available findings, since 
this topic has already been largely discussed in the literature (see e.g.,  
[15–21]). Instead, it focuses on how to use these probabilities to make a 
coherent decision about the possibility that an examined person is an 
adult or a minor within the meaning of the law. In particular, the aim of 
this paper is to introduce a normative approach for the decision pro-
blem of age estimation. This approach follows the normative theory of 
decision making based on the principle of maximizing the expected 
utility (or minimizing the expected loss), which combines, in a math-
ematical function, both the quantification of the desirability (or un-
desirability) of decision outcomes, expressed in terms of utilities (or 
losses), and the uncertainty about unknown states of nature (e.g. the 
hypotheses of interest) expressed by probabilities. Following this ap-
proach, the decision-maker is able to choose the optimal decision 
among the available ones. This normative approach is well known in 
forensic science and in the legal framework [22], and was explored to 
formalize the decision-making process for a large panoply of decision 
problems encountered by forensic scientists. These include the oppor-
tunity of performing a test in kinship determination [23], the number of 
loci to be analyzed in a DNA test [24], the individualization of a person 
of interest [25–27], the individualization of a potential source of a stain 
through a database search [28], the analysis of low-template DNA 
specimen [29,30], or the decision of processing a fingermark [31]. A 
decision perspective for statistical inference in forensic science appli-
cations is presented in Taroni, et al. [2]. This article focuses on the 
perspective of the mandating authority in order to illustrate how the 
choice of a normative approach may allow the decision-maker to make 
a rational decision in declaring an individual adult or minor within the 
meaning of the law. The validity of the proposed normative approach 
for judicial or legal decisions has already been widely discussed (see 
e.g., [32–35]), thus its application in the context of age estimation 
problems follows logically as a further step. After a brief overview of 
the theoretical basis of the normative approach to decision-making, the 
paper discusses some specific decision problems linked with the field of 
age estimation, and suggests ah-hoc decision models for solving such 
problems. Note that some introductive issues with regard to the age 
estimation of living persons decision problem were presented by Sironi, 
et al. [36]. This paper is structured as follows: Section 2 presents and 
discusses existing decision criterion proposed in the age estimation 
domain, whilst Section 3 illustrates the general principles of decision 
theory. Sections 4 and 5 apply the proposed normative approach to two 
scenarios related to the problem of age estimation. Some case studies 
are presented in Section 6. The paper ends with a discussion and a 
conclusion in Sections 7 and 8, respectively. 

2. Decision-making models for age estimation 

The aim of this section is to introduce and comments on some of the 
existing decision criteria for deciding whether an individual is legally 
an adult or a minor, or whether an individual is older or younger than 
18 years old2. 

2.1. Cut-off criteria 

The cut-off criteria proposed in the literature are characterized by 
either a qualitative or quantitative value related to the evidence con-
sidered (i.e., the developmental status of a given examined physical 
indicator of age) [37,38] or a probability value assigned to a given 

hypothesis for discriminating between adults and minors (or between 
individuals older than and younger than the relevant age threshold)  
[21,39]. In the first case, researches seek a given developmental stage 
or a combination of developmental stages that allows one to reasonably 
consider an individual as, for instance, older than 18 years old. An 
intuitive (though unrealistic) example of this kind of cut-off criteria is 
the following “if all the wisdom teeth of the examined person have 
completed their development, then the person can reasonably be con-
sidered an adult”. 

In the second case, suppose a probability value on the event that the 
examined person is older than, say, 18 years old is assigned. In a cut-off 
perspective, scientists seek to find a cut-off value for this probability 
(say, for example, 0.90) above which the person can be designated an 
adult. The core idea of this cut-off approach is to identify a limit al-
lowing one to minimize the rate of individuals who are erroneously 
classified as adults or minors. Note that in the age estimation domain, 
the first kind of error is undoubtedly the worst scenario [40], thus a cut- 
off that privileges the minimization of false adult conclusions is to be 
preferred, even at the cost of an increased rate of false minor conclu-
sions [37]. The cut-off is however solely defined on the basis of the 
available background data, while information at the mandating au-
thority’s disposal is not taken into account. The decision-maker may 
dispose of other elements that may play a relevant role in the inferential 
and decisional processes. Being a standard value for all cases, a fixed 
cut-off does not allow the decision-maker to evaluate the specificities of 
the individual case at hand. This represents a limitation, as the cut-off is 
defined by the scientist on the sole basis of experimental studies, while 
it is the mandating authority who is in charge of the decision-making 
process. In a judicial framework, however, the decision-maker ought to 
have the instruments for reasoning about a specific case and inter-
preting all available evidence or findings in a flexible, although pre-
ferably also in a structured, way. A critical discussion on the use of cut- 
off values in forensic science has been presented by Robertson and 
Vignaux [41] and Biedermann, et al. [42]. 

2.2. Descriptive approaches to decision-making 

Cunha, et al. [9] and Baccino, et al. [43] described the issues of a 
study presented by Polo Grillo, et al. [44] conducted on 47 judicial 
cases in which the decision-makers were judges. All considered cases 
involved young migrants lacking valid ID documents and who were 
therefore subject to an age estimation appraisal to evaluate whether 
they had reached the age threshold of 18. The analysis of the reports 
during the study showed that the judges appreciated when uncertainty 
on the conclusions was expressed in terms of probabilities, because they 
felt it was easier to understand the risk they were taking when, for 
instance, declaring a person younger than 18 an adult. Interestingly, 
results of the study indicate that the judges felt “confident” to pro-
nounce an “adult” verdict when the probability that the examined in-
dividual is older than 18 was over 0.70. 

This study promotes a so-called descriptive approach to decision- 
making that seeks to decrypt by empirical observations the mechanism 
that underlines a decision-making process [45]. However, such em-
pirical studies do not actually provide elements for establishing a de-
cision theory per se, since they solely focus on observing the behaviour 
of individuals who make decisions without taking into account the 
foundational elements of decision theory. In view of the forensic and 
judicial framework, a normative approach is more appropriate for set-
ting a reference standard that on the one hand, can assist the decision- 
maker in the relevant decision-making process, and, on the other hand, 
makes it possible to analyse and compare conclusions in similar cases. 

3. A normative approach to decision-making 

According to a large number of scholars, the normative approach to 
decision-making is probabilistic in nature and focuses on the principle 

2 We make a clear distinction between the fact that a person is older or 
younger than 18, and the declaration of him or her being an adult or a minor 
according to the law. In our view, the first one refers to a measure of the 
quantity known as chronological age, whilst the second one pertains to a ju-
dicial judgement. This aspect is discussed in more detail in section 4. 
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of maximizing the expected utility (e.g. [32,46–48]). Lindley [49] states 
that this principle is the only one that ensures coherence (or rationality) 
in decision-making. 

The key element of the normative approach to decision making are 
described in what follows. 

3.1. Basic concepts and notation 

Any decision-making problem can be decrypted by defining three 
main components that interact with each other. These components are:  

• A collection of n states of nature, also referred to as events, about 
which the decision maker is uncertain. The states of nature represent 
all the real world states that are at the basis of the decision making 
process; they can represent the hypotheses of interest in a given 
scenario. They will be denoted as 1, 2,…, n, and the space of all 
possible states of nature or events will be denoted by . This list is 
exhaustive, and the uncertainty on these events is measured by 
means of probabilities, therefore, a set of probabilities Pr( )1 , Pr( )2 , 
…, Pr( )n must be assigned, with == Pr( ) 1j

n
j1 .  

• A collection of m available decisions, also referred to as courses of 
action. Decisions are usually denoted by d1, d2,…, dm, while D de-
notes the set of all available decisions. The collection of decisions 
must be exclusive and exhaustive: this means that the decision- 
maker must choose one and only one of the listed decisions, and that 
every possible decision must be included in D. It follows that if a 
given scenario includes the possibility that the decision maker de-
cides to not decide, the “no decision” possibility must be one of the 
m available courses of action [50].  

• A collection C of ×m n possible consequences, denoted as C d( , )i j
or simply Cij, =i m1, and =j n1, , . The consequence Cij occurs 
when decision di is made and state of nature j holds. 

To each consequence Cij, one can associate an expression of its de-
sirability. This desirability is generally measured in terms of utility and 
is denoted as =u d u C( , ) ( )i j ij for =i m1, and =j n1, , . The uti-
lity u C( )ij quantifies the desirability of incurring a particular con-
sequence when decision di is taken and the state of nature j holds. In 
some scenarios, it may be preferable to reason about the undesirability 
of a given consequence. This can be measured in terms of loss, and is 
denoted by =l d l C( , ) ( )i j ij . The loss l C( )ij can be interpreted analo-
gously. 

3.2. Measuring the desirability of decision consequences 

The basic notions of decision theory summarized in the current 
section and in the following one are practice-oriented: the theory is 
therefore presented in a simplified form. A more extensive discussion 
about utility theory can be found in Lindley [50], Berger [51], Gittelson  
[48] and Taroni, et al. [2] with specific reference to forensic science 
applications. 

As aforementioned, utility measures the desirability of a con-
sequence according to the decision maker’s personal objectives and 
preferences. Let u ( ) be a measurable function mapping decision con-
sequences C into the set of real numbers , Cu: . The construction 
of such a function requires a supplementary effort, and different stra-
tegies can be implemented. Taroni, et al. [2] provide a wide description 
with reference to forensic science applications. In this paper we con-
sider an approach that goes from general to specific considerations, 
starting by reasoning from a qualitative perspective and, in a second 
step, focusing on the quantitative assignments of loss values [26]. Let us 
consider three consequences, say C1, C2, C3 among the possible con-
sequences in space C for a hypothetical scenario. Suppose that the 
decision maker is able to order the three consequences from the least 
desirable (say, C1) to the most desirable (say, C3) according to his or her 
own preferences. These two consequences can therefore be defined 

respectively as the worst and the best consequences, according to the 
decision-maker’s preferences. Consequence C2 is an intermediate con-
sequence. Formally, this preference ordering can be expressed as fol-
lows: 

C C C ,3 2 1 (1)  

where the symbol indicates that the consequence on the left is 
strictly preferred over the consequence on the right. 

This preference ordering will represent the starting point for the 
construction of the utility function that must reflect the decision ma-
ker’s preferences among possible decision outcomes. In particular, it 
may be shown that a utility function reflecting the preference ordering 
in Eq. (1) must be such that 

> >u C u C u C( ) ( ) ( )3 2 1 (2)  

that is, the utility values for such consequences must reflect the 
same order when arranged from the largest to the smallest [23]. 

Various strategies can be implemented for the construction of the 
utility function. Following ideas discussed e.g. by [50–52], and after-
wards suggested by Taroni, et al. [23,24] with reference to forensic 
scenarios, one strategy consists in interpreting the utility as a prob-
ability. In particular, a [0,1] scale can be considered, where the value 0 
is assigned to the worst consequence and the value 1 is assigned to the 
best consequence. Formally, for the hypothetical scenario under dis-
cussion, it results =u C( ) 01 and =u C( ) 13 . In order to assign the utility 
for the intermediate consequence C2, it can be favorably compared with 
the best consequence C3 and unfavourably compared with the worst 
consequence C1. Based on this qualitative comparison, it suffices to find 
a unique value, say u C( ) (0, 1)2 , such that C2 is just as desirable as 
obtaining C3 with probability u C( )2 and C1 with probability u C1 ( )2
[23,24]3. Note that this strategy can be generalized for any inter-
mediate consequence Cij [27]: the utility u C( )ij can be expressed as the 
probability of obtaining the best consequence given a specific decision 
di and a specific state of nature j, formally =C d u CPr( | , ) ( )i j ij3 [23]. 
For a more extended discussion on the theoretical basis of the approach 
of interpreting utility as probability see DeGroot [53]. 

The next step is to assign the value of this probability C dPr( | , )i j3 . 
Building a utility function can be a difficult task. Here again, various 
strategies are available for the decision-maker. An interesting discus-
sion is provided by Biedermann, et al. [26]. For the purpose of this 
article, this aspect will not be inspected further; however, an intuitive 
strategy for quantifying the desirability of an intermediate consequence 
(in terms of losses) is presented in Section 4.5. It is solely noted that the 
assignment of the utilities for the intermediate consequences is a sub-
jective (meaning personal, not arbitrary) choice of the decision-maker. 
In fact, it is extremely important that all the assigned utility values must 
be coherent with each other. A detailed discussion and examples are 
presented in Berger [51] and Biedermann et al. [27]. 

3.3. Measuring the undesirability of decision consequences 

In some situations it would be preferable to evaluate the con-
sequences of a decision in terms of losses rather than utilities or gains  
[50]. Formally, the loss of consequence Cij can be defined as the dif-
ference between the utility of the most favorable consequence and the 
utility of consequence Cij that is actually incurred, thus [51]: 

=l C u C u C( ) max[ ( )] ( ).ij
j

ij ij (3)  

Note that this is equivalent to assigning a loss equal to 0 to the most 
favourable consequence (e.g., C3), and a loss equal to 1 to the least 

3 For instance, if the decision-maker assigns the value of 0.75 to u C( )2 , this 
means that he or she is indifferent between obtaining the intermediate con-
sequence C2 fur sure and obtaining the best consequence C3 with probability 
0.75 and the worst consequence C1 with probability 0.25. 
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favourable consequence (e.g., C1). Since losses and utilities are strictly 
related, the strategy described above for assessing the desirability of the 
intermediate consequence (e.g., C2) is still valid. In this case, the deci-
sion-maker has to look for the value l C( ) (0, 1)2 such that C2 is just as 
desirable as obtaining the best consequence C3 with probability 

l C1 ( )2 and the worst consequence C1 with probability l C( )2 . Again, 
this strategy can be applied for any intermediate consequence Cij. As 
mentioned above, Section 4.5 presents an alternative way to assign the 
loss value for an intermediate consequence. 

3.4. Criterion for a rational decision 

Under the normative approach considered in this paper, the deci-
sion maker is asked to choose one of the possible decisions d1, d2,…, dm
based on all available knowledge on the possible states of nature 1, 2, 
…, n, as well as on the desirability/undesirability of the decision 
consequences Cij that is expressed in terms of utilities/losses. All these 
elements can be combined mathematically in a function called expected 
utility for every decision di: 

= ×
=

u d u C( ) ( ) Pr( ),i
j

n

ij j
1 (4)  

or expected loss: 

= ×
=

l d l C( ) ( ) Pr( ).i
j

n

ij j
1 (5)  

The optimal (most rational) decision is the one that maximizes the 
expected utility, or minimizes the expected loss, respectively. Formally, 
this is written as 

= ×
=

argmax u d argmax u C¯ ( ) ( ) Pr( )
i

i
i j

n

ij j
1 (6)  

or 

= ×
=

argmin l d argmin l C¯ ( ) ( ) Pr( )
i

i
i j

n

ij j
1 (7)  

respectively. This is often referred to as the Bayes decision or Bayes 
action. 

4. A rational decision for age estimation 

4.1. Basic components 

The scope of this paper is to introduce and promote the use of a 
normative approach to assist the decision-maker when asked to decide 
whether an examined person is legally an adult or a child. 

The three main components characterizing the decision problem 
described in Section 3.1, are now explained for the scenario under 
consideration. First, one must list the states of nature that refer to the 
events that the examined person would be older or younger than the 
legal threshold of interest, namely:  

• 1: the examined person is 18 years old or older;  
• 2: the examined person is younger than 18 years of age. 

Note that in this scenario, the probabilities of these events, i.e., 
Pr( )1 and Pr( )2 , are those reported in the hypothetical expert’s report. 
Note also that the two states of nature are mutually exhaustive and 
exclusive, and so the two probabilities of interest are complementary, 
that is =Pr( ) 1 Pr( )2 1 . 

Second, one must list the available decisions, say the choice of de-
claring an individual an adult or a minor, on the basis of the legal de-
finition. The decisions can be formulated as follows:  

• d1: to declare the examined person an adult within the context of the 
law;  

• d2: to declare the examined person a minor within the context of the 
law. 

Third, the combination of the two states of nature and the two de-
cisions leads to four possible consequences, namely:  

• =C d C( , )1 1 11: the examined person is correctly declared an adult 
within the context of the law;  

• =C d C( , )1 2 12: the examined person is erroneously declared an 
adult within the context of the law;  

• =C d C( , )2 1 21: the examined person is erroneously declared a 
minor within the context of the law;  

• =C d C( , )2 2 22: the examined person is correctly declared a minor 
within the context of the law. 

All the main components characterizing the decision problem for 
the age estimation scenario are summarized in Table 1. 

4.2. Building a loss function for the age estimation scenario 

The first step for measuring the desirability of the possible con-
sequences is to order them from the most desirable to the least desir-
able. In the present scenario, the best (most desirable) consequence is 
logically the one of a correct classification of the examined person, no 
matter whether this amounts to correctly declaring an individual an 
adult or a minor. Thus, consequences C11 and C22 are both at the rank of 
the best consequence. The worst (least desirable) consequence is in-
curred when an individual is erroneously declared an adult (i.e., C12). 
This one implies that an actual minor is deprived of his or her funda-
mental childhood rights, which is not admissible, to the point that this 
kind of error has been defined ethically unacceptable [40]. The last 
consequence, C21, also implies that a person is attributed an incorrect 
legal category. However, in general, this generates favourable condi-
tions for the person, since criminal or administrative procedures are 
generally benevolent for minors. For example, applications of minor 
asylum seekers must be evaluated under child-sensitive procedural 
safeguards and special protective measures [11]. Although favourable 
to the examined person, such special measures also involve social ex-
penses that would not have been incurred if the person had correctly 
been declared an adult, yet the desirability of this latter consequence 
can certainly be considered higher than the one characterizing the 
worst consequence C12. Nonetheless, it is logically less desirable than 
the best consequences C11 and C22. Consequence C21 is therefore an in-
termediate consequence. The following preference ordering is therefore 
proposed: 

C C C C~ ,11 22 21 12 (8)  

where the symbol ~ indicates that the two consequences are equally 
desirable. Quantifying the desirability of alternative or various con-
sequences in terms of losses is felt as more appropriate in the present 
case. It appears in fact more intuitive to reason about the loss of erro-
neously declaring a person a minor or an adult, than to think about the 
gain associated with a correct declaration of a given legal category. As 
illustrated in Section 3.2, a [0,1] scale is adopted for the loss function. 
Thus, a value equal to 1 is assigned to the loss associated with the worst 

Table 1 
A decision matrix for the age estimation problem described in Section 4.1, in-
cluding the decisions, the states of nature and the associated consequences.       

State of nature Age ≥ 18 ( 1) Age  <  18 ( 2)  

Decision Adult (d1) Correct adult (C11) Incorrect adult (C12)  
Minor (d2) Incorrect minor (C21) Correct minor (C22) 
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consequence C12, i.e., =l C( ) 112 , whilst the value of 0 is assigned to the 
losses associated with the preferred consequences, i.e., 

= =l C l C( ) ( ) 011 22 . This reflects the view that no loss is incurred when 
the examined individual is classified in the correct legal category (from 
the perspective of the decision-maker). The loss for the intermediate 
consequence C21 must take a value between 0 and 1, say =l C l( )21 21. The 
loss function for the current scenario is sketched out in Table 2. Note 
that this particular loss function is generally referred to as a « l0 ij » 
loss function [2], and it is particularly suitable for a two-action decision 
problem, like the one at hand. 

The value of l21 can be assigned following the strategy described in  
Section 3.3, or in Section 4.5. 

4.3. Minimizing the expected loss 

Once the main elements characterizing the decision problem have 
been defined and the losses assigned, the expected losses for all the 
possible decisions can be formulated as shown in Eq. (5). The expected 
losses of possible decisions can be quantified as 

= × = × + × =

=
=

l d l C l C l C¯ ( ) ( ) Pr( ) ( ) Pr( ) ( ) Pr( ) Pr( )

1 Pr( )
j

j j1
1

2

1 11
0

1 12
1

2 2

1 (9)  

for d1, and 

= × = × + ×

= ×
=

l d l C l C l C

l

¯ ( ) ( ) Pr( ) ( ) Pr( ) ( ) Pr( )

Pr( )
j

j j
l

2
1

2

2 21 1 22
0

2

21 1

21

(10)  

for d2. 
According to the principle of minimizing the expected loss, decision 

d1 turns out to be preferred to decision d2when <l d l d¯ ( ) ¯ ( )1 2 , thus when 

< × >
+

l
l

1 Pr( ) Pr( ) Pr( ) 1
1

.1 21 1 1
21 (11)  

If the inequality in Eq. (11) does not hold, that is if >l d l d¯ ( ) ¯ ( )1 2 , 
the preferred decision will be d2. 

To better understand the criterion formalized in Eq. (11), Fig. 1 il-
lustrates the expected losses of decision d1 (solid line) and decision d2
(dashed line) for values of Pr( )1 ranging from 0 to 1, and for =l 0.2521
(Fig. 1a) and =l 0.5021 (Fig. 1b). The optimal decision is the one for 
which, for a given value of Pr( )1 and a given choice of l21, the expected 
loss is the lowest. This is highlighted in Fig. 1 by a bold line. Note that, 
from Eq. (11), the threshold value of Pr( )1 that switches the preference 
for one decision to the other is 0.80 when =l 0.2521 and 0.67 when 

=l 0.5021 . 
Fig. 1 perfectly illustrates how lowering the loss value l21 increases 

the range of values of Pr( )1 that make d2 the optimal decision. This is 
entirely justifiable according to the proposed decision model and its 
preference structure: when the undesirability of the intermediate con-
sequence is considerably lower than that of the worst one, then the 
probability that the examined individual is an adult, Pr( )1 , must be 
rather high in order to declare d1 as the optimal decision. Conversely, 
when the undesirability of the intermediate consequence is close to that 
of the worst consequence, a more moderate value of Pr( )1 suffices for 
d1 to be the optimal decision. In fact, if the decision-maker considers a 
wrong declaration for an actual adult as almost equally detrimental as a 

wrong declaration for an actual minor, then the decision model shows 
that the risks provided by choosing either decision over the other are 
similar. 

The inequality expressed in Eq. (11) also implies that if 
Pr( ) 0.501 , then the optimal decision is always d2, since the lower 
bound of +l1/( 1)21 is equal to 0.50. This is a direct consequence of the 
decision model proposed for the scenario at hand, where the worst 
scenario occurs when erroneously declaring a minor an adult, and a 
[0,1] loss system is chosen. This means that if the intermediate con-
sequence is perceived as almost equally undesirable as the worst con-
sequence, say =l 0.9921 (and thus +l1/( 1) 0.50)21 , the ranges of Pr( )1
that make one decision preferable over the other one are also almost 
equivalent. 

Table 2 
Loss function for the two-action age estimation problem described in Table 1.       

State of nature Age ≥ 18 ( 1) Age  <  18 ( 2)  

Decision Adult (d1) =l C( ) 011 =l C( ) 112
Minor (d2) =l C l( )21 21 =l C( ) 022

Fig. 1. Expected losses l d¯ ( )1 (solid line) and l d¯ ( )2 (dashed line) for values of 
Pr( )1 ranging from 0 to 1, with =l 0.2521 (a) and =l 0.5021 (b). The dotted 
vertical segments indicate the threshold value of Pr( )1 that switches the pre-
ference between the two decisions, respectively Pr( )1 = 0.80 (a) and 
Pr( ) 0. 671 (b). A bold line (either solid or dashed) is used to highlight values 
of Pr( )1 for which decisions (d1 or d2) are to be preferred. 
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4.4. A question of classification 

Attributing an examined individual to a specific cohort has often 
been treated as a classification problem in the age estimation domain  
[21,39,54,55]. From a normative decision perspective, the « l0 ij » 
loss function can be used to obtain a coherent decision criterion for 
classification. As mentioned above, the optimal decision is d1 when 

<l d l d¯ ( ) ¯ ( )1 2 , thus, from Eqs. (9) and (10) it follows that decision d1 is 
to be preferred to decision d2 when: 

× + × < × + ×l C l C l C l C( ) Pr( ) ( ) Pr( ) ( ) Pr( ) ( ) Pr( ).11 1 12 2 21 1 22 2

(12)  

Recalling the loss function summarized in Table 2, where 
= =l C l C( ) ( ) 011 22 , the inequality in Eq. (12) can be rearranged and the 

decision criterion in favour of d1 becomes [26]: 

> l C
l C

Pr( )
Pr( )

( )
( )

,1

2

12

21 (13)  

where the ratio on the left side represents the odds4 in favour of 1. 
The inequality in Eq. (13) states that decision d1 is to be preferred to 
decision d2 if and only if the odds in favour of 1 are greater than the 
ratio between the loss associated with the outcome resulting from a 
wrong adult declaration C12 (i.e., to declare a person younger than 18 
an adult) and the loss associated with the outcome resulting from a 
wrong minor declaration C21 (i.e., to declare a person who is 18 or older 
a minor). Given the loss function adopted for the current scenario 
(Table 2), the decision criterion in favour of decision d1 in Eq. (13) 
simplifies to: 

>
l

Pr( )
Pr( )

11

2 21 (14)  

Hence, the threshold value for the odds in favour of 1 is given by 
l1/ 21. 

A simple manipulation of Eq. (14), where Pr( )2 is replaced by 
1 Pr( )1 , allows us to rearrange the decision criterion in favor of 
decision d1 to: 

>
+l

Pr( ) 1
11

21 (15)  

Decision d1 is to be preferred to decision d2 for values of Pr( )1
greater than +l1/( 1)21 , as also obtained in Eq. (11). 

Although this ratio can be seen as a cut-off as discussed in Section 
2.1, there is a fundamental difference. In fact, this ratio is personally 
chosen by the decision-maker, in accordance with his or her preference 
ordering and loss scale, defined by his or her assignment of the value for 
l21. That is, the preferred decision depends on the decision-maker’s 
quantification of the undesirability of an erroneous minor declaration 
in the case at hand, and not on a general value fixed outside and in-
dependently of this decision-making process. 

4.5. An alternative strategy for quantifying the loss for the intermediate 
consequence 

The decision criterion expressed by the inequality in Eq. (13) offers 
a valuable starting point for formalizing a feasible strategy that can be 
implemented to assign a loss value to the intermediate consequence, 
here =l C l( )21 21 [26]. The key idea is to perform a comparative analysis 
between the desirability of the intermediate consequence and the de-
sirability of the worst consequence. The decision-maker has thus to 
evaluate, based on the specific knowledge on the case at hand, how 
much he or she feels that the worst consequence is less preferable 
compared to the intermediate consequence at hand. In fact, the 

comparison formalized by the inequality in Eq. (13) implies that what 
really matters is the ratio between the losses associated with erroneous 
declarations. The magnitude of the loss ratio can be represented by a 
single factor, say x , that states how many times lower the loss value for 
one consequence is compared to the other. Since the undesirability of 
the worst consequence is quantified with a loss value of 1, i.e., 

=l C( ) 112 , the previous statement can be formalized as follows: 

= = >l C xl C xl x( ) ( ) 1 , for 112 21 21 (16)  

Following the results in Eq. (16), the loss of the intermediate con-
sequence C21, i.e., l21, can be assigned as follows. The decision-maker 
simply needs to consider how much worse he or she considers erro-
neously declaring a minor an adult compared to erroneously declaring 
an adult a minor [26]. If the worst consequence is perceived as x times 
worse than the intermediate consequence, then the loss of this latter 
consequence can logically be computed as x1/ . Suppose for instance 
that in a particular case the decision-maker considers that it is two 
times worse to erroneously declare a minor an adult than the opposite. 
This makes =x 2 and = =l 1/2 0.5021 . Suppose the decision-maker 
considers consequence C12 much worse than C21; in this case, he or she 
may prefer to choose =x 10, and then = =l 1/10 0.1021 . 

Note that this relationship also implies that, when the desirability of 
the intermediate consequence is not perceived as considerably higher 
than that of the worst consequence (thus x takes a low value), then a 
small increase of x implies an important variation in l21. Conversely, 
when the intermediate consequence is considered as considerably more 
desirable than the worst one (thus x takes a high value), different 
choices for x generate a limited variation in l21. For instance, for =x 3, 
l 0. 3321 , whilst for =x 11, l 0. 0921 . This is a direct consequence of 
the decision model: when the desirability of the intermediate con-
sequence is considerably higher than that of the worst one, then the 
model tends to make decision d2 the optimal one. Conversely, when the 
desirability of the intermediate consequence is close to that of the worst 
consequence, both decisions could be the optimal one (Fig. 1), and thus 
a little variation of the desirability may have a relevant influence in the 
decision-making process. Note that this qualitative strategy can be 
employed for assigning the loss value for any intermediate consequence 
Cij. 

5. An alternative model for the optimal decision in age estimation 

The two-action decision problem presented in the previous sections 
configures a scenario where a decision-maker must decide whether 
declaring an individual whose chronological age is unknown an adult or 
a minor. Nonetheless, in some situations, the decision-maker may 
perceive the need to make no decision or to suspend the decision. This 
may be due to a feeling of insufficient evidence for making an informed 
decision. Consider for instance the protocol suggested by the EASO  
[11]: it is structured in multiple steps organized in a hierarchical se-
quence that consider the examinations for age estimation ordered on 
the basis of increasing intrusiveness and discrimination power. Thus, 
the decision-maker could feel doubtful about declaring a person adult 
or minor after conducting the examinations included in one step, and 
suspend the decision by asking for further examinations, such as those 
included in the subsequent steps envisaged by the protocol. From an-
other perspective, there may be situations where the decision-maker 
might feel it to be inappropriate, for humanitarian or ethical reasons, to 
attribute an examined individual to a formal category, and he or she 
may prefer to suspend the decision and impose special measures for that 
individual. In all of these scenarios, it may be appropriate to extend the 
proposed decision model to encompass a third possible decision where 
the decision is suspended in order to, for instance, let the decision- 
maker collect new items of evidence. 

A similar approach has already been explored in the age estimation 
domain. Corradi, et al. [39] suggested defining a “zone of indifference” 
(ZOI) across the age threshold of 18. The ZOI is defined as an interval in 

4 Note that in the current decision problem there are only two states of nature, 
so 1 is the complement of 2, i.e., =Pr( ) 1 Pr( )1 2 . 

E. Sironi, et al.   Science & Justice 61 (2021) 47–60

52



months or years around the age of 18 years, whose amplitude is con-
text-related (civil or criminal cases). For example, the ZOI may consider 
ages ranging from 17 to 18 years old. If the probability (informed by the 
observed evidence) that the chronological age falls into this interval is 
greater than the probability of its complement, then no decision is 
made. From a normative decision-theoretic perspective, the ZOI is a 
third state of nature. We suggest considering the possibility where the 
decision is suspended as being one of the options among the available 
decisions rather than one of the options of the expert’s results; it is a 
task for the decision-maker to consider this option. 

5.1. Basic components 

In addition to the decision list described in Section 4.1, a third de-
cision should be considered, and this third option can be defined as a 
“suspended” decision, denoted d .3 This leads to the definition of two 
further consequences, namely C31 and C32, which refer to a suspension of 
the decision when the person is actually older (C31) or younger (C32) 
than 18. Similarly to what was suggested by Biedermann, et al. [27] in 
the field of forensic individualization, these consequences can be in-
terpreted as “neutral”, a term that indicates that it is assumed that the 
decision outcome does not have any immediate consequence (either 
positive or negative) for the examined person. Table 3 summarizes all 
the basic components of the decision problem considered in the current 
scenario. 

5.2. Building a loss function for the “three actions” age estimation scenario 

Recall the preference ordering presented in Eq. (8). It is now ne-
cessary to revise it in order to include the new consequences (Table 3). 

Whatever the personal structuring of preferences is, it can reason-
ably be assumed that it is preferable to “suspend” the decision rather 
than make an erroneous declaration (both for an adult and a minor). At 
the same time, the consequences of a correct declaration are definitely 
the most desirable5. Thus, the preference ordering described in Eq. (8) 
can be extended to: 

C C C C C C~ ~ ,11 22 31 32 21 12 (17)  

if the two “neutral” consequences are considered as equally desir-
able, and to: 

C C C C C C~ ,11 22 32 31 21 12 (18)  

if consequence C31 is considered as less desirable than consequence 
C32. 

The comparison of the desirability of the two “neutral” con-
sequences deserves further considerations. On one hand, there may be 
circumstances where the decision-maker may reasonably assume that a 
“suspended” decision does not affect a person younger than 18 differ-
ently from a person older than 18, and in this case the (un-)desirability 
of these two consequences can be considered as equivalent (Eq. (17)). 
This perspective assumes that the declaration of the examined person as 
a minor or an adult is only postponed until the required additional 
information becomes available. On the other hand, in other cases it may 
be more reasonable to assign the (un-)desirability of the two “neutral” 
consequences different values. Suppose, for instance, that the decision- 
maker is acting in a legal framework in which a person of unknown age 
is considered as a minor until a formal decision is taken. Suppose also 
that in this legal framework, special measures are implemented for 
minors, such as ensuring a reinforced assistance and support (this may 
be the case for unaccompanied minor asylum seekers). In this case, 
“suspending” the decision when the examined person is 18 years old or 
older implies that the specific measures would unnecessarily be 

implemented, which generates additional costs for society that would 
otherwise have been avoided. Therefore, in this scenario, the decision- 
maker may consider consequence C31 (to “suspend” the decision when 
the examined person is 18 or older) as less desirable compared to 
consequence C32 (to “suspend” the decision when the examined person 
is younger than 18), as presented in Eq. (18). 

When the two “neutral” consequences C31 and C32 are treated as 
equivalent (Eq. (17)), their associated losses, =l C l( )31 31 and 

=l C l( )32 32, are equal (say l3). In the other case, the loss associated with 
consequence C31 has to be greater than the loss associated with the 
other “neutral” consequence C32, formally, >l l31 32, in order to reflect 
the preference ordering defined in Eq. (18). While the losses associated 
with the best and worst outcomes are set equal to 0 and 1, respectively, 
the other loss values (i.e., l21, l31 and l32) can be assigned using the 
strategy described in Sections 3.2 and 4.5. This procedure is however 
more complex, as several comparisons must be performed to ensure the 
overall coherence of the preference structure [51]. The loss function is 
summarized in Table 4. 

5.3. Minimizing the expected loss 

In this section we’ll apply the decision criterion of expected loss 
minimization to the case where the two “neutral” consequences are 
equally desirable (Section 5.3.1), and to the alternative case where the 
two “neutral” consequences are not considered equally desirable 
(Section 5.3.2). 

5.3.1. Equally desirable neutral consequences 
In this case, the expected losses of decisions d1 and d2 are those 

formulated in Eqs. (9) and (10). For d3, the expected loss can be ob-
tained as follows: 

= × = × + ×

= × + =
=

l d l C l C l C

l l

¯ ( ) ( ) Pr( ) ( ) Pr( ) ( ) Pr( )

[Pr( ) Pr( )]
j

j j
l l

3
1

2
3 31 1 32 2

3 1 2
1

3

3 3

(19)  

According to the principle of minimizing the expected loss, the 
optimal decision is the one for which the expected loss is the lowest. 
Again, the graphical representation of the problem eases the inter-
pretation (Figs. 2 and 3). It is worth recalling that according to the 
preference ordering expressed in Eq. (17), the loss value associated with 
consequences C31 and C32 must be lower than the one for consequence 
C21, formally <l l3 21. 

Basically, the decision-maker can be faced with two scenarios [27]: 
a first one (Scenario 1) where only decisions d1 and d2 can be optimal 
according to the principle of expected loss minimization (Fig. 2), and a 
second one (Scenario 2) where all the available decisions can be op-
timal. Some considerations on the two hypothetical scenarios are dis-
cussed in the following paragraphs (Fig. 3). 

Scenario 1. This scenario occurs when the value assigned to l3 is 
higher than the value of the y-coordinate of the intersection between 
l d¯ ( )1 and l d¯ ( )2 , formally when 

>
+

l l
l 13

21

21 (20)  

Table 3 
A decision matrix for the age estimation problem described in Section 5.1, in-
cluding the available decisions, the states of nature and the associated con-
sequences.       

State of nature Age ≥ 18 ( 1) Age  <  18 ( 2)  

Decision Adult (d1) Correct adult (C11) Incorrect adult (C12)  
Minor (d2) Incorrect minor (C21) Correct minor (C22)  
Suspended (d3) Neutral (C31) Neutral (C32)    

5 Note that this preference ordering is provided under the point of view of the 
decision maker, here the mandating authority. 
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For any value of l3 greater than +l l/( 121 21 ), the expected loss of d3, 
l d¯ ( )3 , is always greater than the expected loss of d1 or d2, so decision d3
can never be the optimal one. This is illustrated in Fig. 2, with =l 0.5021

and =l 0.403 . The y-coordinate in Eq. (20) becomes equal to 0. 33, while 
the expected loss l d¯ ( )3 is constant and equal to 0.40, making decision d3
always less preferable to d1 or d2. The inequality in Eq. (20) implies that 
for high values of l21, l3 must also be pretty high for decision d3 never to 
be the optimal decision. For instance, for =l 0.9021 , this occurs only if 

>l 0.473 , whilst for =l 0.1021 it occurs only if >l 0.093 , that is a value 
close to that assigned to l21. From a decision-theoretic point of view, this 
condition suggests that when the decision-maker believes that the 
“neutral” consequences are relatively little desirable, nearly as much as 
a wrong “minor” declaration (and thus high values are assigned for 
both l3 and l21), then a “suspended” decision (d3) is never optimal. This 
seems logical, considering that this decision does not provide a sub-
stantial added value to the decision-maker if its outcomes are perceived 
as negative as the outcomes originating from a wrong “minor” de-
claration (C21). Conversely, if the decision-maker perceives this latter 
consequence (C21) as considerably less desirable than a “neutral” con-
sequence (i.e., giving rise to a remarkable difference between losses l21
and l3), then the “suspended” decision (d3) may logically also be the 
optimal decision. 

Finally, the considerations expressed in Section 4.3 are logically also 
valid in this specific case allowing for three courses of action. 

Scenario 2. The relationship formalized by the inequality in Eq. (20) 
implies that decision d3 can only be the favorite one with respect to 
decisions d1 and d2 when l3 is strictly lower than +l l/( 1)21 21 . For in-
stance, if l21 is set equal to 0.50, this amounts to an upper bound for l3
equal to 0.33. This is illustrated in Fig. 3, with =l 0.253 (Fig. 3a), and 

=l 0.103 (Fig. 3b). In both of these cases, there are some values of Pr( )1
for which decision d3 has the lowest expected loss and is therefore to be 
preferred to d1 and d2. 

The x-coordinates corresponding to the intersections between the 
three expected losses are highlighted by the vertical segments in Fig. 3. 

Table 4 
Loss function for the three-action decision model (or age estimation model) 
described in Table 3. Note that if the two “neutral” consequences C31 and C32 are 
considered equivalent, then = =l l l31 32 3.       

State of nature Age ≥ 18 ( 1) Age  <  18 ( 2)  

Decision Adult (d1) =l C( ) 011 =l C( ) 112
Minor (d2) =l C l( )21 21 =l C( ) 022
Suspended (d3) =l C l( )31 31 =l C l( )32 32

Fig. 2. Expected losses l d¯ ( )1 (solid line), l d¯ ( )2 (dot-dashed line), and l d¯ ( )3
(dash-dotted line) for values of Pr( )1 ranging from 0 to 1, with =l 0.5021 , and 

=l 0.403 . The dotted vertical line indicates the threshold value of Pr( )1 that 
switches the preference between decisions d1 and d2, Pr( )1 = +l1/( 1) 0. 6721 . 
The dotted horizontal line indicates the threshold value +l l/( 1) 0. 3321 21 : if l3
is higher than this value, then only decisions d1 and d2 can be the optimal de-
cision, as shown here. The bold lines highlight the values of Pr( )1 for which d1
(solid line) and d2 (dashed line) are to be preferred. 

Fig. 3. Expected losses l d¯ ( )1 (solid line), l d¯ ( )2 (dashed line), and l d¯ ( )3 (dash- 
dotted horizontal line) for values of Pr( )1 ranging from 0 to 1, with =l 0.5021 , 
and =l 0.253 (a) and =l 0.103 (b). The dotted vertical lines indicate the 
threshold values of Pr( )1 that switch the preference among the available de-
cisions: Pr( 1)= l l/3 21 for d2 and d3, and Pr( )1 = l1 3for d3and d1. These values 
are equal to Pr( )1 = 0.50 and Pr( )1 = 0.75 in (a), and Pr( )1 = 0.20 and Pr( )1
= 0.90 in (b). The bold lines highlight the values of Pr( )1 for which decision d1
(solid line), d2 (dashed line) and d3 (dash-dotted line) are to be preferred. 
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They correspond to the threshold values of Pr( )1 at which the decision 
with the lowest expected loss (and therefore also the optimal decision) 
switches. Fig. 3 shows that, given the preference structure and the as-
signed loss values (i.e., =l 0.5021 and <l 0. 33)3 , all available decisions 
can be optimal, for different probability values of the state of nature 1. 
The only things that matter are the intersections between l d¯ ( )1 and 
l d¯ ( )3 , and between l d¯ ( )2 and l d¯ ( )3 . The values of Pr( )1 corresponding to 
these two points can be computed by equating the expected losses, that 
is 

= = =l d l d l l¯ ( ) ¯ ( ) 1 Pr( ) Pr( ) 11 3 1 3 1 3 (21)  

and 

= × = =l d l d l l l l¯ ( ) ¯ ( ) Pr( ) Pr( ) /2 3 21 1 3 1 3 21 (22)  

Thus, decision d1 is to be preferred when the probability of 1 is 
greater than l1 3. Conversely, decision d2 is to be preferred when the 
probability of 1 is smaller than l l/3 21. In all other intermediate cases, the 
optimal decision is d3. 

From Eq. (21) it follows that the lower the value assigned to l3, the 
more restricted the range of possible values of Pr( )1 is that makes 
decision d1 optimal (see Fig. 3). Conversely, Eq. (22) illustrates that the 
threshold value of Pr( )1 that defines the optimal decision between d2
and d3 depends on both of the losses associated with the intermediate 
consequences: the key factor is the magnitude of the difference between 
l3 and l21. A greater difference corresponds to a larger portion of Pr( )1
values that make d3 the optimal decision. For instance, look at the ex-
amples in Fig. 3 for =l 0.5021 : when =l 0.253 , Pr( )1 must be lower than 
0.50 for d2 to be the optimal decision, and greater than 0.75 for d1 to be 
the optimal one; and when =l 0.103 , these two threshold values become 
0.20 and 0.90, respectively. This numerical relationship reflects the 
preference structure behind this decision model. That is, if the decision- 
maker believes that a “neutral” consequence does not correspond to a 
highly undesirable outcome with severe or important losses, then it 
may be preferable to decide to suspend the decision so as to avoid in-
curring an erroneous “minor” or “adult” declaration which would be 
perceived as considerably worse. 

Note that for extremely low values of l3, say for example 0.01, d1 and 
d2 are preferred only for an extremely restricted range of values of 
Pr( )1 , independently of the value assigned to l21. For instance, for 

=l 0.5021 and =l 0.013 , decision d1 is preferred only when Pr( )1 is 
higher than 0.99, and decision d2 is preferred only when Pr( )1 is lower 
than 0.02. However, from a decision-theoretic point of view, such a low 
value for l3 seems hard to justify, since it means that the decision-maker 
considers the desirability of the consequences of a “suspended” decision 
similar to that of the best consequence. 

5.3.2. Not-equally desirable neutral consequences 
Let us now consider a case where one neutral consequence is more 

“severe” than the other. This is expressed by the preference ordering in 
Eq. (18), where the consequence implied by the decision to “suspend” 
the decision whenever the examined person is 18 or older (C31) is 
perceived as less desirable than a “suspended” decision in the case of a 
person younger than 18 (C32). Again, the expected losses of decisions d1
and d2 are those formulated in Eqs. (9) and (10), whilst the expected 
loss for decision d3 can be obtained as follows: 

= × = × + ×

= × + × = × +
=

l d l C l C l C

l l l l

¯ ( ) ( ) Pr( ) ( ) Pr( ) ( ) Pr( )

Pr( ) [1 Pr( )] Pr( ) (1 )
j

j j
l l

3
1

2
3 31 1 32 2

31 1 32 1 1 31 32 32

31 32

(23)  

Note that according to the preference ordering expressed in Eq.  
(18), the losses for the three intermediate consequences C21, C31 and C32
must respect this order: < <l l l32 31 21. 

Similar to what we discussed in Section 5.3.1, the decision-maker 
can be faced with two scenarios: in the first one, only decisions d1 and d2

can be optimal according to the principle of expected loss minimization 
(Scenario 1), whilst in the second one, all three available decisions can 
be optimal (Scenario 2). Let us examine the specific qualities of each of 
these two hypothetical scenarios. 

Scenario 1: From Eqs. (10) and (23), we know that the expected loss 
for decisions d2 and d3, l d¯ ( )2 and l d¯ ( )3 , are monotonically increasing 
functions, whilst from Eq. (9) the expected loss for the third decision, d1, 
is monotonically decreasing. Hence, Scenario 1 occurs if and only if 
l d¯ ( )3 is greater than l d¯ ( )2 for all values of Pr( )1 lower than +l1/( 1)21 , 
formally 

> <
+

l d l d
l

¯ ( ) ¯ ( ), Pr( ) 1
13 2 1

21 (24)  

Remember that this ratio is the x-coordinate of the intersection 
point between l d¯ ( )1 and l d¯ ( )2 that switches the preference from d2 to d1
(see Section 4.3 and Eq. (11)). Using Eqs. (10) and (23), it is possible to 
rearrange the inequality of Eq. (24) to show that Scenario 1 occurs 
when: 

<
+

<
+

l
l l l l

Pr( ) , Pr( ) 1
1

.1
32

21 32 31
1

21 (25)  

Thus, after some reformulation of Eq. (25) we obtain 

<l l
l1

.21
31

32 (26)  

Eq. (26) indicates that Scenario 1 occurs when the loss for an in-
correct “minor” declaration (l21) is smaller than the ratio l l/(1 )31 32 . 
Hence, the “suspended” decision (d3) would never be the optimal de-
cision when the losses for consequences C21 and C31 are very similar and 
there is an important difference between the losses of the two “neutral” 
consequences. Again, this observation supports the coherence of the 
decision model: decision d3 is never optimal if one of the two “neutral” 
consequences is perceived as being as undesirable as the consequences 
leading to a wrong declaration (either as a minor or an adult). 

Scenario 2: As mentioned in the previous section, the key elements 
to consider here are the two intersections between the three expected 
losses. Again, the values of Pr( )1 corresponding to these two points are 
computed by equating the expected losses that intersect each other: 

= = × +

=
+

l d l d l l l
l

l l

¯ ( ) ¯ ( ) 1 Pr( ) Pr( ) ( ) Pr( )
1

1
,

1 3 1 1 31 32 32 1

32

31 32 (27)  

and 

= × = × +

=
+

l d l d l l l l
l

l l l

¯ ( ) ¯ ( ) Pr( ) Pr( ) ( ) Pr( )

.

2 3 21 1 1 31 32 32 1

32

21 32 31 (28)  

Hence, decision d1 is preferred when Pr( )1 is greater than 
+l l l(1 )/(1 )32 31 32 , decision d2 is preferred when Pr( )1 is smaller 

than +l l l l/( )32 21 32 31 , and in-between, the optimal decision is d3. 
Eq. (23) shows that the loss value associated with the “neutral” 

consequence for an actual minor, i.e., l32, determines the y-intercept of 
the expected loss function l d¯ ( )3 . That is, for a given value of l21, the 
lower the value of l32, the larger the interval of Pr( )1 values that make 
d3 the optimal decision. The equation also shows that the difference 
between the losses for the two “neutral” consequences defines the slope 
of the function: the greater the difference, the greater the slope and the 
smaller the range of Pr( )1 values that make d3 the optimal decision.  
Fig. 4a and b illustrate how for a fixed value of l21, a smaller difference 
leads to a greater range of Pr( )1 values that make d3 the optimal de-
cision. However, for most cases, a large difference between l31 and l32
seems unreasonable, since there is no reason to believe that con-
sequence C31 (i.e., a “suspended” decision for a person 18 years old or 
older) is much less desirable than consequence C32 (i.e., a “suspended” 
decision for a person younger than 18). Therefore, in most cases, the 
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values of the two losses l31 and l32 should be similar, i.e., l l31 32, making 
the current scenario analogous to the second scenario discussed in  
Section 5.3.1. 

6. Case example 

Suppose that a mandating authority requests an expert to evaluate if 
a person lacking valid ID documents is younger or older than 18 years 
old. Suppose that the appraisal is conducted following the AGFAD 

recommendations [12]. Suppose also that the expert’s report states a 
probability of 0.70 that the person is at least 18 years old. So, recalling 
the notation used throughout this paper, =Pr( ) 0.701 and 

=Pr( ) 0.302 . The mandating authority takes the role of the decision- 
maker to decide whether the person has to be declared a minor or an 
adult within the context of the law. 

6.1. Two-action decision model 

Case 1. Suppose that the decision-maker believes that erroneously 
declaring a person younger than 18 an adult C( )12 is two times worse 
than erroneously declaring an adult a minor (C21). In this case, 
according to Eq. (16), =l 0.5021 . Then, given Eqs. (9) and (10), the 
expected losses of the two possible decisions are =l d¯ ( ) 0.301 and 

=l d¯ ( ) 0.352 , respectively. Thus <l d l d¯ ( ) ¯ ( )1 2 and according to the 
principle of minimizing the expected loss, the optimal decision is to 
declare the person an adult (d1). 

Case 2. Suppose that the decision-maker believes that an incorrect 
“adult” declaration is considerably worse than an incorrect “minor” 
declaration, say 10 times worse. Following the same line of reasoning, 
the decision-maker assigns a value of 0.10 to l21. While the expected loss 
associated with decision d1, l d¯ ( )1 , remains unchanged, the expected loss 
associated with decision d2, l d¯ ( ),2 is now 0.07. Hence, <l d l d¯ ( ) ¯ ( )2 1 and 
the optimal decision is to declare the person a minor (d2). 

6.2. Three-action decision model 

Case 3. Suppose that the decision-maker perceives an incorrect “adult” 
declaration two times worse than an incorrect “minor” declaration. 
Then, as highlighted in Case 1, l21 is equal to 0.50. Suppose also that he 
or she believes that the desirability of the two “neutral” consequences 
are equivalent and that they are not very desirable, since they involve 
elevated social expenses and time-consuming procedures. Thus, the 
value of l3 is assigned close to l21, say =l 0.403 . The expected losses can 
be quantified according to Eqs. (9), (10) and (22), and give =l d¯ ( ) 0.301 , 

=l d¯ ( ) 0.352 and =l d¯ ( ) 0.403 , respectively. Hence, 
< <l d l d l d¯ ( ) ¯ ( ) ¯ ( )1 2 3 , and the optimal decision is to declare the 

examined person an adult (d1). Note that in this case, 
> +l l l/( 1)3 21 21 and thus only decisions d1 and d2 can be the optimal 

decision. 

Case 4. Suppose now that the decision-maker is still going to assign a 
loss value of 0.50 to C ,21 =l 0.5021 , but that he or she believes the 
“neutral” consequences (still considered as equivalent) to be 
considerably less undesirable than an incorrect “adult” declaration, 
say in the order of ten times. Hence, a value of 0.10 is assigned to l3. The 
expected losses associated to d1 and to d2, l d¯ ( )1 and l d¯ ( )2 , are unvaried, 
whilst the expected loss associated to d3, l d¯ ( ),3 is now equal to 0.10. 
Therefore, it follows < <l d l d l d¯ ( ) ¯ ( ) ¯ ( )3 1 2 , and the decision to be 
preferred is to suspend the decision (d3). 

Case 5. Suppose that the decision-maker feels that an incorrect adult 
declaration is ten times worse than an incorrect minor declaration. This 
will result in a loss equal to 0.10 associated to an erroneous minor 
declaration, =l 0.1021 . Suppose also that the decision-maker believes 
that the loss associated to a “suspended” decision outcome is similar to 
that associated to an incorrect minor declaration, and that this lead him 
or her to assign to the loss of a neutral consequence a value equal to 
0.09, =l 0.093 . Hence, the expected losses associated to the three 
available decisions are now quantified as =l d¯ ( ) 0.301 , =l d¯ ( ) 0.072
and =l d¯ ( ) 0.093 , respectively. Therefore, < <l d l d l d¯ ( ) ¯ ( ) ¯ ( )2 3 1 , and 
the optimal decision is to declare the examined person a minor (d2). 

Case 6. Finally, consider the scenario described in Case 5, with the sole 
difference that the loss value associated to the “neutral” consequences 
is now equal to 0.05, =l 0.053 . In this case, l d¯ ( )1 and l d¯ ( )2 remain 
unchanged, whilst l d¯ ( )3 is now 0.05. Therefore < <l d l d l d¯ ( ) ¯ ( ) ¯ ( )3 2 1 , 

Fig. 4. Expected losses l d¯ ( )1 (solid line), l d¯ ( )2 (dashed line), and l d¯ ( )3 (dash- 
dotted line) for values of Pr( )1 ranging from 0 to 1, with =l 0.5021 , =l 0.4031
and =l 0.1032 (a) and =l 0.5021 , =l 0.1531 and =l 0.1032 (b). The dotted vertical 
lines indicate the threshold values of Pr( 1) that switch the preference among 
the available decisions: = +l l l lPr( ) /( )1 32 21 32 31 and 

= +l l lPr( ) (1 )/(1 )1 32 31 32 . These values are Pr( )1 = 0.50 and Pr( )1 0.69
in (a), and Pr( )1 0.22 and Pr( )1 0.86 in (b). The bold lines highlight the 
values of Pr( )1 for which decision d1 (solid line), d2 (dashed line) and d3 (dash- 
dotted line) are to be preferred. 
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and the “suspended” decision (d3) is optimal one. 

The last two examples allow to highlight the impact that a small 
variation in the quantification of the undesirability of a “neutral” 
consequence might have in terms of optimal decision when the un-
desirability of an erroneous minor declaration is rather modest. 

Note that no examples are presented for the model that considers 
the two “neutral” consequences having different loss values, since, as 
discussed in Section 5.4, the values of these two losses should be similar 
in the majority of cases. Thus these results would be analogous to those 
presented above for Cases 3 to 6. 

7. Discussion 

7.1. Who is to decide? 

As pointed out in Section 1, the decision-making problem is dis-
cussed from the perspective of the mandating authority. That is, a clear 
distinction is made between the role of the forensic expert and the 
decision-maker, who is, in this perspective, the one who makes the 
decision of interest. The practical implementation of this decision 
model requires many elements to be considered, including the defini-
tion of the list of decisions, the choice of the structure of the preferences 
among the decisions’ consequences, and the assignment of their asso-
ciated loss values. In our opinion, the mandating authority (either 
lawyers, judges, or administrative authorities) is in the best entity to 
coherently cope with the task of building the loss function and as-
signing loss values, since it possesses the necessary knowledge about 
the legal framework in which the age estimation examination is re-
quested. It is true that the probabilities of the states of nature, here 
Pr( )1 and Pr( )2 , are assigned by the expert and they should be in-
cluded in the expert’s report. We note, however, that there are situa-
tions where it is advisable that the expert also take on the role of the 
decision-maker, depending on the framework of the circumstances of a 
particular case and the internal organization of the participants of a 
legal or administrative procedure. 

Nonetheless, this paper focuses on how to decide in forensic age 
estimation, not on who is entitled to make this decision. That is, the 
theoretical framework promoted in this paper to support decision- 
making is valid no matter who the actor is taking the role of decision- 
maker (which can be the mandating authority, the expert or even a 
third actor in the legal or administrative procedure). 

7.2. A question of probability 

One of the standpoints of this paper is that probability is the stan-
dard measure for uncertainty [56], and therefore uncertainty in for-
ensic proceedings should be expressed by means of probabilities [5]. In 
the normative decision-theoretic approach illustrated in this paper, the 
probabilities of the events of interest (or states of nature) represent a 
key ingredient of the decision-making process. Throughout the whole 
paper these probabilities have been denoted as unconditional prob-
abilities, that is unaffected by other events. This choice was made for 
the sake of simplicity, but it does not reflect reality, since conditioning 
on one’s available knowledge is always implicitly considered when a 
probability is assigned. In fact, a probability - especially when inter-
preted in the subjective form - is always conditioned by one’s back-
ground knowledge at a given time [57]; hence, the extended notation 
for the probability of the states of nature is IPr( | )j , where I represents 
the knowledge at the disposal (at a given time) of the person who as-
signs the probability. Note that given the perspective described in the 
previous section, this person is the forensic expert. In the age estimation 
framework, such knowledge may refer to the sex of the examined 
person, their ethnic origin, their social and financial conditions while 
growing up, as well as the expert’s personal knowledge. Furthermore, in 
the age estimation discipline, the probability of the states of nature 

should also be informed by all the other available items of (age-related) 
evidence, such as the developmental stage reached by the physical age 
indicators collected during the medical examination of the questioned 
individual (for example the physical attributes to be examined fol-
lowing the AGFAD recommendations) [12]6. Therefore, these prob-
abilities should be denoted E IPr( | , )j , where E represents all available 
(age-related) evidence. In a coherent reasoning structure, these prob-
abilities are derived through the inferential reasoning process that ac-
companies the expert’s evaluation of the evidence. This confirms the 
view according to which the Bayesian approach provides an ideal so-
lution for this kind of inference problem [6]. Note also that if the 
probability is conditioned by age-related evidence E and available 
knowledge I , so is the expected loss function, and the correct extended 
notation for the loss function would be7 l d E I¯ ( | , )i

7.3. Wrong decisions do not exist (in a normative framework) 

This is a crucial aspect to understand. As noted by Lindley [50, p. 
22]  

“[…] it will not be possible to say that a decision is right but only 
that these decisions cohere, or not. It is the relationships between 
events or decisions that matter, not the individual events or decision 
[…]”.  

That is, it appears more transparent to refer to the coherence of a 
decision than to its correctness. Nonetheless, even if a decision is co-
herent as a result of a normative decision-theoretic approach, the out-
comes might be unfavourable, as is the case of a wrong “minor” de-
claration of an actual adult. This means that applying a normative 
approach to decision making should not be seen as a way to avoid false 
“adult” or false “minor” declarations (although this may be an indirect 
consequence), but rather a framework to ensure coherence and trans-
parency in the decision-making process. When the adopted decision 
leads to an incorrect or erroneous declaration, the decision-maker can 
prove that the choice was the most rational one given all the elements 
at his or her disposal. Obviously, the strong statement expressed in the 
title of this subsection is valid only if the decision-maker correctly 
follows the rules and the principles provided or dictated by decision 
theory. 

7.4. The decision-making process must be independent from the reported 
results 

Lindley [50, p. 157] pointed out that  

“[…] the value inserted for the utilities and probabilities are in no 
sense correct and any other values wrong. They represent the de-
cision-maker’s individual preferences and may be modified by him. 
The only inviolate feature of them is their coherence. […] The uti-
lity values must cohere with related quantities in other decision 
problems. A decision problem in isolation can have any values for 
utilities and probabilities. It is the coherence with other problems 
that constrains their values […]”  

This means that for the age estimation problem, the decision-maker 
should provide their own qualification and quantification of the un-
desirability of decision outcomes in terms of losses. Like probabilities, 
there does not exist correct or wrong loss values: the only requirement 
is that they must be coherent with each other (i.e., they must reflect the 
actual preference structure). The construction of the loss (or utility) 

6 Other items of evidence may be a falsified ID document or incoherent 
statements provided by the examined person on his or her age. 

7 Note that when normative decision theory is applied to a decision that 
follows an inferential problem approached from a Bayesian perspective, it is 
commonly referred to as “Bayesian decision theory”. 
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function must be based strictly on the consideration of the individual 
case and other similar cases, and never on the uncertainty of the states 
of nature. Thus, for instance, the decision-maker should not care about 
the reported probability of the state of nature j when characterizing 
their preference structure. For example, the line of reasoning that a high 
probability for the state of nature 1 allows one to ignore the assign-
ments of the loss values, since the high value of Pr( )1 dominates that of 
the loss values in the decision-making process, is incoherent in the 
decision approach presented here. 

7.5. Decision theory is an instrument to help the decision-maker 

As highlighted by Biedermann, et al. [26], the implementation of 
normative theory should not be seen as an attempt to deprive the decision- 
maker of his or her responsibility in making the ultimate decision. Decision 
theory should not be seen as an independent, standalone algorithm for 
making decisions, but rather “[t]he theoretical framework merely intends 
to equip practical decision-makers with a powerful analytical and logical 
instrument to help them deal with the various factors thought to have a 
bearing on the decision problem they face […]” [26, p. 37]. Faced with the 
decision to declare an examined person an adult or a minor, every decision- 
maker has to weigh the consequences of every possible decision based on 
the specific framework in which the decision is made (that defines the 
preference ordering of all of the possible consequences) and on all the 
available information (e.g., the probabilities of the states of nature). Gen-
erally, such a weighting is performed intuitively by the decision-maker. 
Thus, from this perspective, a normative decision model provides the in-
struments for formalizing this intuition into a transparent and reputable 
process. A disturbing factor against the application of a normative ap-
proach might be the quantification of some concepts that are usually 
weighted intuitively, such as the desirability of a consequence. However, 
this paper presents useful approaches and strategies a decision-maker can 
refer to Section 4.5 provides a discussion, while Section 7.7 will add some 
further considerations. Hence, the practical implementation of the sug-
gested decision models does not imply a massive change in the decisional- 
paradigm for the decision-maker, but only overcomes a potential reticence 
to normative approaches. 

7.6. Why is decision theory important? 

We are not pretending that a normative approach to decision- 
making is unavoidable for any kind of decision problem. However, 
some decisions deserve special attention because of their vital con-
sequences on an individual’s life. The decision-making process for age 
estimation discussed in this paper is, in our opinion, one of these. The 
decision to declare a person an adult or a minor in the context of the 
law may have severe implications on the judged person’s life. In asylum 
law, for example, minors can benefit from favourable conditions and 
special protection. Moreover, in a legal system where the adult criminal 
law is stricter than the juvenile one, being declared a minor is bene-
ficial. Hence, as mentioned above, the decision-maker needs to dispose 
of all the tools that can aid and support him or her in the decision- 
making process, not only to make sure that the decision is rational, but 
also to guarantee transparency, which is fundamental for challenging 
decisions. 

7.7. Alternative approach for assigning the loss function 

Throughout this paper, the loss values for the possible consequences 
have been confined to [0,1]. This choice guarantees some conceptual 
and practical advantages, such as being able to assign the loss value for 
an intermediate consequence through a qualitative comparison with the 
best and worst consequences8. However, other scales may be employed. 

For instance, in other areas, such as in economy, a “money strategy” can 
also be applied [51,52]. In this case, the desirability of a consequence is 
expressed in terms of monetary losses (or gains): such an approach can 
also be applied to age estimation. Let us consider the two-action deci-
sion model and suppose that, in a given legal system, an individual 
younger than 18 is declared an adult. During the appeal, the person 
demonstrates his or her actual age (for example by presenting some 
authentic ID documents that were not available before), and thus the 
court awards the compensation quantified in a monetary value of 
100,000 (i.e., in a given monetary unit). Thus, one may use this value to 
assign the loss for the consequence of an incorrect adult declaration 
(following the nomenclature presented in this paper, this is C12). Sup-
pose also that in the same legal system, the cost for taking care of a 
minor can be quantified in a monetary amount of 50000. Then, this 
value can be used to assign the loss for the intermediate consequence 
C21, since it may be assumed that declaring a person older than 18 a 
minor generates unnecessary costs in the order of such an amount. 
Hence, assuming that no losses are generated by providing a correct 
declaration (consequences C11, C22), the loss function can be assigned as 
shown in Table 5 for the two-action decision model in this scenario. 

Recall the case example discussed in Section 6. With =Pr( ) 0.701
and =Pr( ) 0.302 , Eq. (9) gives the expected loss 

= × =l d l C¯ ( ) ( ) Pr( ) 300001 12 2 for decision d1, whilst Eq. (10) gives the 
expected loss = × =l d l C¯ ( ) ( ) Pr( ) 350002 21 1 for decision d2. Thus, 

<l d l d¯ ( ) ¯ ( )1 2 , and according to the principle of minimizing the ex-
pected loss, the optimal decision is to declare the person an adult (d1). 

Such a monetary amount is likely not available very often; however, 
the decision-maker might have all the necessary instruments and in-
formation to estimate a coherent amount. The decision-maker should 
use whatever scale puts him or her in the best position to coherently 
assign the loss function: to reason in terms of money may be easier in 
some situations. However, it is important to highlight that the theore-
tical framework presented in this paper does not depend on the scale 
chosen; that only influences the quantification of the expected losses. 
Moreover, any linear transformation of a loss function is still a loss 
function [51], so the decision-theoretic model remains the same. 

7.8. Descriptive approach vs normative approach 

The example provided by Polo Grillo, et al. [44] and reported by 
Cunha, et al. [9] and Baccino, et al. [43] indicates that in that particular 
situation, the judges (i.e., the decision-makers) felt confident in de-
claring an examined individual an adult when the probability of the 
individual being at least 18 years old was 0.70 (see Section 2). Actually, 
the examples provided in Section 6 show that this probability may lead 
to either an “adult” or a “minor” declaration, depending on the personal 
choices of the decision-maker in terms of quantifying the undesirability 
of incorrect declarations. Surely, the choices of the judges studied in the 
example of Polo Grillo, et al. [44] was based on a global (and personal) 
appreciation of the specific context in which the decisions were made, 
however, this appreciation cannot be formalized without knowledge of 
the rules provided by normative decision theory. That is, in a so-called 
descriptive perspective it would be difficult to justify why a given ex-
pert’s probability is sufficient to declare a person an adult in one case, 
but not enough in another case. 

Table 5 
Monetary approach to the loss function assignment for the two-action age es-
timation problem described in Table 1.       

State of nature Age ≥ 18 ( 1) Age  <  18 ( 2)  

Decision Adult (d1) =l C( ) 011 =l C( ) 10000012
Minor (d2) =l C( ) 5000021 =l C( ) 022

8 See also Biedermann, et al. [26] for a review of the advantage of this choice. 
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8. Conclusion 

Biedermann, et al. [25, p. 1–2] stated that:  

“[…] there are many day-to-day situations in which a decision must 
be made and where spending too much time on introspection is 
neither necessary nor desirable. But there are also other situations in 
which it is appropriate to formalise intuition – as an integral part of 
logical reasoning in the face of uncertainty – and devote time to a 
serious analysis of how to make a decision, so as to guarantee that 
throughout decision analysis one is able to measure the quality of 
decisions […]”.  

Forensic experts and judicial authorities (lawyers, judges, or ad-
ministrative authorities) are asked to make decisions that may imply 
important implications for the individuals targeted by the decision. The 
age estimation scenario in which an authority has to decide whether an 
individual is legally an adult or not is undoubtedly one of these cases. 
The implementation of a normative approach does not protect against 
unfavorable outcomes, however such a framework allows the decision- 
maker to make a coherent decision, and to make this decision in a 
transparent way. With this paper, it is not intended to suggest that a 
decision made outside of a normative framework is by definition non- 
coherent or incorrect. Instead, the normative framework represents a 
structured way of thinking for decision-making. 
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