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Abstract

This thesis is aimed at discovering new learning algorithms inspired by principles of
biological evolution, which are able to exploit relational and contextual information,
viewing clustering and classification problems in a dynamical system perspective.
In particular, we have investigated how game theoretic models can be used to solve
different Natural Language Processing tasks. Traditional studies of language have
used a game-theoretic perspective to study how language evolves over time and how
it emerges in a community but to the best of our knowledge, this is the first attempt
to use game theory to solve specific problems in this area.

These models are based on the concept of equilibrium, a state of a system,
which emerges after a series of interactions among the elements, which are part
of it. Starting from a situation in which there is uncertainty about a particular
phenomenon, they describe how a disequilibrium state resolves in equilibrium. The
games are situations in which a group of objects has to be classified or clustered and
each of them has to choose its collocation in a predefined set of classes. The choice
of each one is influenced by the choices of the other and the satisfaction that a player
has, about the outcome of a game, is determined by a payoff function, which the
players try to maximize. After a series of interactions the players learn to play their
best strategies, leading to an equilibrium state and to the resolution of the problem.

From a machine-learning perspective this approach is appealing, because it can
be employed as an unsupervised, semi-supervised or supervised learning model. We
have used it to resolve the word sense disambiguation problem. We casted this task
as a constraint satisfaction problem, where each word to be disambiguated is con-
strained to choose the most coherent sense among the available, according to the
sense that the words around it are choosing. This formulation ensures the mainte-
nance of textual coherence and has been tested against state-of-the-art algorithms
with higher and more stable results.

We have also used a game theoretic formulation, to improve the clustering results
of dominant set clustering and non-negative matrix factorization technique. We
evaluated our system on different document datasets through different approaches,
achieving results, which outperform state-of-the-art algorithms.

This work opened new perspectives in game theoretic models, demonstrating
that these approaches are promising and that they can be employed also for the
resolution of new problems.
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Introduction

I.1 Learning Games

This thesis is aimed at discovering new learning algorithms inspired by principles of
biological evolution, which are able to exploit relational and contextual information,
viewing clustering and classification problems in a dynamical system perspective.
In particular, we have investigated how game theoretic models can be used to solve
different Natural Language Processing (NLP) tasks. Traditional studies of language
have used a game-theoretic perspective to investigate how language evolves over time
and how it emerges in a community of speakers, but to the best of our knowledge,
this is the first attempt to employ a game-theoretic perspective to solve specific
problems in the area of NLP.

These models are centered around the concept of equilibrium, which is reached
after a series of interactions among the elements which are part of the observed
phenomenon. Starting from a situation in which there is confusion or uncertainty
about a particular problem or situation, they model how a system evolves over time
and describe how a state of disequilibrium resolves in equilibrium.

We modelled the games as situations in which there is a set of objects, which have
to be classified or clustered. Each object is seen as a player of the games, which has
to choose its class membership, among a predefined number of classes. The choice of
each one is influenced by the choices of the others and the satisfaction that a player
has, about the outcome of a game, is encoded in a payoff function, which the players
try to maximize, in order to win the games. After a series of interactions, the players
learn to play their best strategies, leading to an equilibrium state, in which no one
can improve its condition, unilaterally changing its strategy. This equilibrium state
of the system leads to the resolution of the problem, where each object is placed in
a category or cluster.

We interpret these tasks as games, in which each object to be clustered or clas-
sified is a member of a population of players, which play the games with a certain
number of other players. With this interpretation, players have a predetermined
number of actions, which they can take. These actions have a direct correspondence
with the classes or clusters, which each player has to choose, in order to solve the
task. The players play the games repeatedly, adapting their choices according to
what has been effective and what has not in previous games. The changes in the
population’s decisions are the result of natural selection, which is used to drive the
choices of the players, indicating the best strategy to adopt'. Once the equilibrium

'Natural selection is the process that allows determined phenotypes (traits or behaviors) to
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is reached, it is possible to associate each object to one class, if it is required an hard
partitioning of the data, or it is possible to associate each object to more classes,
where each object has a probability distribution over them, if it is required a soft
classification.

Defining the problem in this way has many advantages. First of all, it offers the
advantage of biological plausibility, showing for each object the patters of evolution
and identifying clearly what are the variables, which lead to determined states. A
feature which is missing in many approaches, such as deep learning, for example,
in which numerous hyper-parameters have to be trained carefully and whose per-
formances are justified empirically rather than theoretically [1]. Furthermore, these
models have a solid mathematical foundation and provide a set of powerful and el-
egant differential equations,which are able to find equilibrium states, as discovered,
in classical game theory, by John Nash, in 1951 [2] and extended to evolutionary
games by John Maynard Smith and George Price, in 1973 [3].

From a machine-learning perspective this approach is appealing, because it can
be employed as an unsupervised, semi-supervised or supervised learning model. An
unsupervised learning model can be developed, formulating the games in a way in
which, at the beginning, the system has only players with uncertainty about the
strategy to employ, usually, this situation is described by a uniform distribution
over the players’ strategies. The payoff function of the games is encoded in terms of
contextual and relational information, which enables players to adjust (learn) their
strategies. A semi-supervised setting can be employed, forcing the players about
which it is known their class, to always play the games with a defined strategy,
without uncertain, and the others players, which have not defined their strategy, to
be initialized with a uniform distribution over their strategy. In this case the players
with a defined strategy will influence other players, which gradually will learn to play
according to the strategy of the labeled players. A supervised setting can be used to
train a classifier based on the information derived from previous equilibrium states.

The most important part of these models is the calculation of the payoff function
of the games, which has to take into account relational and contextual information,
in order to supply the right feedback to the players. The relational information is
used to model the geometry of the data. The system is described as a weighted
graph, G = (V, E,w), whose vertices, V' are the objects to be classified, the edges,
E C V x V, indicate interactions among the players and the weights, w : £ — R,
indicate the pairwise similarity among the players.

The pairwise similarity information is used to balance the reciprocal influence
among the players during the interactions. Instead, the contextual information is
encoded as class similarity function. We employ an ontological representation of the
classes, which allows us to structure the classes and to find correlations among them.
In this way it is possible to overcome the limitation of the homophily principle, in

reproduce more than others. These phenotypes have the possibility to transmit their traits to the
feature generations and to survive in determined environments.



I.1. Learning Games 3

which similar objects have to be classified in the same class [4]. Instead, we propose
that similar objects should be classified in similar classes, because, especially, in
fine-grained classification tasks, it is possible that two objects, which enjoy a strong
pairwise similarity, have to be classified in two distinct classes, which in many cases
are contiguous categories in an ontology or in a taxonomy?.

In this work we have employed an evolutionary game theoretic perspective to re-
solve the word sense disambiguation task, which consists in finding the appropriate
sense for all the words in a text. This problem is particularly challenging, because
many words in the vocabulary of a language are ambiguous and have multiple mean-
ings, depending on the context in which they are used. For example, the word star
can refer to a celestial body, in the field of astronomy, or to a celebrity, in popular
culture.

We casted this task as a constraint satisfaction problem, where each word to
be disambiguated is constrained to choose the most coherent meaning among the
available, given the meaning that the other words around it are going to choose. This
formulation ensures the maintenance of the textual coherence, taking into account
the overall meaning of the analyzed text, a feature which is missing in many state-
of-the-art systems. We tested our approach in two modalities, unsupervised and
semi-supervised and evaluated them against state-of-the-art algorithms. The results
of this evaluation show that our approach has higher and more stable performances,
in terms of precision and recall.

The last part of this work is devoted to document clustering. We have employed
a game-theoretic perspective to improve the clustering results of the dominant set
clustering algorithm [5]. In this is field, to the best of our knowledge, this algorithm
has never been tested. We used the dominant set algorithm to obtain small clusters
of objects and used this information to initialize the strategy space of these players,
leaving the other players with a uniform distribution over their strategies. In this
way the information about the strategy choice of clustered players is conveyed to
players which have not employed a defined strategy, yet. We evaluated this approach
on twelve datasets, using different approaches for the construction of the similarity
graphs, obtaining good results. We also tested dominant set, in a setting, in which
the number of clusters to extract is not given in advance. This information is
required by many clustering algorithms but is hard to obtain in real-life applications.
In this way we tested the ability of our algorithm to find natural clusters, which is
desirable in many real applications.

A similar perspective has been used to to refine the clustering results obtained
with the non-negative matrix factorization technique [6], This work consists in using
the results obtained with this technique to define the inclination that each document
has toward a determined cluster. After this system initialization, we started the
dynamics of the document clustering games, assigning each document to a cluster.
Each time this technique has been employed, it was possible to obtain higher results

2For example, two animals which are subspecies of the same species
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than those provided initially by the non-negative matrix factorization.

The difference among the two approaches, dominant set and non-negative matrix
factorization, lies in the fact that with the dominant set we obtain a hard partition
of the players, and with non-negative matrix factorization, we obtain the propensity
that the players have toward a particular strategy. With the dominant set, the
players are: clustered, choosing always a determined strategy, which can not be
changed; or unclustered, players with maximum grade of uncertainty. With non-
negative matrix factorization, we obtain the inclination that each player has toward
its strategies, a situation, which can be modified according to what neighbors players
do.

In the following three sections we introduce some related work on the application
of game theory to study different aspects of language, some concepts to support
the interpretation of language as a complex adaptive system and some theories
of learning in games. The thesis continues with an introduction to game theory
and evolutionary game theory, In Chapter 1. In Chapter 2 it is described our game
theoretic approach to word sense disambiguation. Finally, in Chapter 3 it is proposed
our approach to document clustering.

The overall contribution of this thesis is that it shows how game-theoretic models
can be employed for different NLP tasks. We have opened a new perspective in this
discipline, exploring different techniques in game theory for classification and clus-
tering, demonstrating that these techniques can have a large number of applications
arising from a variety of fields.

I.2 Language and Games

The idea of using principles derived from Game Theory to NLP tasks came to mind
when we considered the historical relation that there is among the concept of game
and the act of communicating through a common language. The so-called game
metaphor has been used in different ways by philosophers and linguists to explain
how language has been developed and how it works.

During the XIX century, Charles Sanders Peirce (renowned for the introduction
of abductive reasoning in logic), and Ferdinand de Saussure (the father of structural
linguistics), independently, likened language to chess. Peirce asserted that expres-
sions mediate thoughts just as pawns and knights mediate the strategy intentions
of a chess player [7]. De Saussure affirmed that the two activities, language and
chess, both involve dynamics, conventional rules, and positional strategies [8]. The
analogy, proposed by de Saussure, describes language as a dynamical system (that
is a system which evolves over time), whose properties are convectional and emerge
from a long series of interactions among the speakers.

A similar perspective, for the origin of language, was proposed even earlier, by
Diodorus of Sicily (90-27 BC). He described this phenomenon, considering also its
probabilistic and dynamic nature, as follows:
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The sounds they made had no sense and were confused; but gradually
they articulated their expressions, and by establishing symbols among
themselves for every sort of object they came to express themselves on
all matters in a way intelligible to one another. Such groups came into
existence throughout the inhabited world, and not all men had the same
language, since each group organized their expressions as chance had it.”

In this description language is seen as a human construction, in which from arbi-
trary meaningless sounds, it is possible to gradually converge toward an equilibrium
in which the sounds acquire a common meaning in a population. It is interesting
to note the similarity that this perspective has with the considerations given by
Darwin, nineteen centuries later, on the same topic:

The formation of different languages and of distinct species, and the
proofs that both have been developed through a gradual process, are
curiously parallel. [...] Max Muller has well remarked: ‘A struggle for
life is constantly going on amongst the words and grammatical forms in
each language. The better, the shorter, the easier forms are constantly
gaining the upper hand, and they owe their success to their inherent
virtue.” To these important causes of the survival of certain words, mere
novelty and fashion may be added; for there is in the mind of man a
strong love for slight changes in all things. The survival or preservation of
certain favoured words in the struggle for existence is natural selection.”
[9]

This idea of the spontaneous formation of a common language, which gradually
emerges from the interactions among the speakers, was reconsidered and system-
atized in the XX century, with the work of Ludwig Wittgenstein, one of the most
prominent philosophers of his time. He introduced the concept of language game,
which can be considered as the theoretical foundation of many computational models
of language. The basic idea of language games can be encapsulated in this concise
statement:

[...] the meaning of a word is its use in the language. [10]

From this perspective, the meaning of a word is not predefined, it depends on how
speakers use words in specific contexts. In fact, using a word in actual situations
gives rise to correlations among words and objects. The words’ meaning is con-
structed by virtue of these repeated actions, which show the conventional nature of
language.

The recognition of these affinities is the starting point for the interpretation of
language as a dynamical system, but, all these intuitions were not developed into a
general theory, remaining fragmented, until the second half of the XX century. This
essentially is for two reasons:
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Figure 1: On the vertical axis it is indicated the frequency of the two expressions:
biological evolution and language evolution, in the English scientific literature, as
collected by Google. The year of measurement are indicated on the horizontal axis.

1. the lack of theoretical models which explain how evolutionary processes work.

2. the lack of empirical tools, able to simulate evolutionary processes.

A theoretical model for evolutionary processes was given in 1859, when Charles
Darwin published The Origin of Species, but the studies on language evolution did
not start soon after this important contribution, due to the ban that the Sociétéde
Linguistique de Paris imposed on this topic. As we can see, from Figure 1%, the
scientific community started to talk about this concept during the XX century. It
increased his popularity after 1960, following a similar trend to that for the broader
discipline of biological evolution. Within a Darwinian framework, the language can
be interpreted as an evolving system. In this system the features of the language
that are more efficient, from a communicative perspective (easy to learn and to use),
will tend to spread in the speakers’ population, whereas inefficient features will tend
to disappear [12]. This phenomenon can be explained considering that speakers with
good communications skills are favoured by natural selection and are more likely to
reproduce than others [13].

Now that the theoretical model, which explains how evolutionary processes take
place, had been given by Darwin, what remained to discover was an empirical model
for the study of evolutionary dynamics. Even if, methods for the study of non-linear
differential equations, the essential tools for the analysis of dynamical systems, date
back to 1890, when Poincaré published a work on celestial mechanics [14], these
kinds of tools have not been used to study biological or social phenomena, such as
the evolution of language. Instead, they were used to model phenomena in physics,

3The figure has been obtained using Google N-gram viewer. We refer to [11] for
a complete description of the tool and the data wused. The viewer is accessible at
https://books.google.com/ngrams/ .
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chemistry, economy and population genetics. It is only in 1963, with the work of
John Maynard Smith and George R. Price, that a framework was introduced to
model evolutionary processes in biology [3]. More specifically, they developed a
framework for understanding ritualized behaviours in animal conflicts. This work
merged the Darwinist idea of evolution and Game Theory, giving rise to the emer-
gence of Evolutionary Game Theory.

The core idea, of the framework introduced by Smith and Price, is that of think-
ing evolution taking into account how determined strategies (phenotypes) have the
ability to prevail over others and to reproduce themselves in the population. In this
context, individuals can dynamically adapt their strategies to the environment, in
order to survive in the population.

Smith and Price introduced the concept of Evolutionary Stable Strategy (ESS),
to determine how the strategies of a population evolve over time. This concept can
be considered as equivalent to the concept of Nash Equilibrium in non-cooperative
games (see Section 1 for a more detailed introduction to Game Theory). In non-
cooperative games, we have two (or more) players, which have to choose among a
set of strategies to be used against their co-player. Each possible combination of
strategies, which can be selected by the players, is associated to a payoff, received
by the players, when they adopt the corresponding strategies.

A Nash Equilibrium is a state of the game, in which the players have no in-
centive to deviate from their strategies, because there is no way to obtain a higher
payoff, given the strategy of the co-player. The concept of ESS is used to describe
a situation, in which, once a population has adopted a determined strategy, it will
be maintained by the population, even if a small number of players (mutants) start
to play a different strategy, for this reason it is said to be evolutionary stable.

The concept of ESS is important because it explains how ritualized behaviours
emerge in a population and how they evolve over time. Within this framework it
is possible to develop quantitative simulations that can be tested empirically with
high precision.

David Lewis, with the book entitled Convention [15], was the first, to use some
concepts derived from game theory to explain the emergence of language conven-
tions, such as, the use of a common vocabulary among the speakers of a community.
For the first time, the theoretical model proposed by Wittgenstein was converted
into a mathematical model. Lewis proposed a basic model to explain a simple sig-
nalling system. In its simplest representations, there are two players, the sender
and the receiver, and N possible states of the world. The sender observes the state
of the world, which is selected randomly by Nature and chooses, among a set of N
symbols, the appropriate one to send to the receiver, in order to communicate the
corresponding state of the world. The receiver observes the received symbol and
selects, among a set of NV acts, the most appropriate one to adopt in response to
the symbol. In this formulation only one act is correct given a specific state. In
this way, sender and receiver have a common interest to coordinate their choices,
otherwise it is not possible to create an efficient communication system. In fact,
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they both receive a reward (payoff) in the case of correct matching, otherwise they
receive nothing. A signalling system equilibrium is reached if it is guaranteed that
the correct matching, among symbols and states, is always adopted.

In this framework, the sender’s strategy maps states to symbols, the receiver’s
strategy maps symbols to acts. Formally, we can describe the sender’s strategy as an
N x X matrix P, where the rows are indexed according to the states and the columns
are indexed according to the symbols, where an entry p;; has a value between zero
and one, which expresses the probability that symbol j is used to communicate state
7 and each row sum up to 1. The receiver’s matrix, (), has the same properties as
the sender’s matrix, the only differences are that its rows are indexed according to
the symbols, its columns are indexed according to the acts and its values indicate
the probability that the receiver chooses act j in response to symbol 7. The payoff
of the signalling game can be computed with the following equation:

1
T(P,Q) = N sz‘jqu‘- (1)

A signalling system equilibrium is only possible when, in P, each state is mapped
to a different symbol, in ), each symbol is mapped to a different act and p;; = g;i.
In fact in this case the payoff of the game is 1, according to equation (1), which is
the maximal value it can take and corresponds to the strict Nash equilibrium of the
game [16].

Lewis” model shows the conventional nature of the symbols’ meaning, demon-
strating that the association symbol-act is arbitrary. In fact, two permutation ma-
trix, P and @), can have the same payoff. His model is conceived to discover the
equilibria of a signalling system, with different numbers of players, states, symbols
and acts. Lewis used traditional game theory for this purpose, but this can lead
to different non-strict equilibria. For example, there are always completely pooling
equilibria, in which the sender uses always the same symbol and the receiver uses
always the same act; or partial pooling equilibria, where only the information about
some states is pooled. For example, in the game described by the two matrices in (2),
the information about state 3 is always transmitted correctly and the information
about state 1 and 2 is pooled.

1 0 0 p 1—p 0
P=110 0 , Q=10 0 1 (2)
0 A 1=\ 0 0 1

A solution, for the kind of problems described above, could be to study the evo-
lution of a signalling system, not just its possible equilibria. In this way it is possible
to discover equilibria, which are evolutionary stable and correspond to strict Nash
equilibria. Brian Skyrms [17] proposed to apply concepts derived from evolutionary
game theory to study Lewis signalling systems*. In this perspective there is a pop-

4Concepts which were not available to Lewis, since its work has been published before the
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ulation of players, with different strategies, which play the games repeatedly, until
the system converges. Players, which adopt an effective communication strategy get
an higher payoff than others and, in an evolutionary perspective, have an higher
probability to reproduce themselves, incrementing the percentage of players, which
play an effective strategy. Skyrms [18] shows how this kind of dynamics leads to
successful coordination, producing a signalling system, which is ruled by natural
selection.

In the same vein of the model proposed above, many other models have been
proposed to explain how other characteristics of language follow similar dynamics.
Nowak [19, 20] proposed a framework for the evolution of a common lexicon in a
population, identifying what is the minimum reproductive rate of the words, which
are maintained in the lexicon of a language and what is the maximum size of a
lexicon. In [21], there were taken into account the grammatical aspects of language
evolution, identifying the dynamics, which involve grammatical acquisition. Also
aspects of syntax emergence have been studied in [22].

1.3 Language as a Dynamical System

In the previous section we have outlined how the concept of game can be used to
explain the language evolution and the underling vision of language as a dynamical
system. We have shaped the background for the interpretation of language as an
open and continually evolving system. This can also be verified considering how
languages such as English or Italian are evolving by virtue of the speakers, which
contribute to passing down the language from one generation to another, modifying
and adapting it to new needs. Instead, languages, such as Latin, are extinct, because
no one actively uses them. In this section we provide a more detailed explanation
of how language can be interpreted as a dynamical system, in particular we will
discuss the components, which involve language evolution.

The model proposed by Christiansen and Kirby [12], for the evolution of lan-
guage, is composed of three distinct but interacting adaptive systems, which operate
at three different timescales and are: biological evolution, individual learning and
cultural transmission (see Figure 2). Biological evolution is the process in which
natural selection fosters individuals with good communication skills. It operates
at the timescale of a species. Individual learning involves the personal knowledge
of a speaker and operates at its timescale. Finally, cultural transmission involves
the dynamics, which permit some characteristics of the language to be maintained
from one generation to another or to be modified. In this model there is a circular
chain of reciprocal influences: biological evolution influences the learning abilities
of a species; the learning abilities influence what will be transmitted by the cultural
transmission and cultural transmission modifies the abilities landscape governed by
natural selection.

introduction of evolutionary game theory, by Smith and Price [3].
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Figure 2: The three adaptive dynamical systems which characterize language evo-
lution.

This perspective is also employed in [23], where it is stated that the interactions
among speakers, over a long span of time, can lead to phase transitions in behaviour
and linguistic structures. It cites as examples of these phase transitions, the emer-
gence of segmental phonology, the invention of hierarchic morphology and syntax
and the use of recursion in sentence construction.

An aspect, which today can be studied, within this perspective, is the lexical
diffusion. It refers to the spread of sound changes through the lexicon of a language.
This phenomenon can by analysed thanks to the availability of large volume of
data, such as the Google N-Grams Corpus [24] or the British National Corpus [25],
in which the data are organized temporally.

The studies on this topic are inspired by the work of the Luca Cavalli-Sforza [26],
in which the introduction of a new word in the lexicon of a language is interpreted as
an analogue of mutation in biology. If observed for a long time, the frequency of an
innovation (the new word, in our case), follows an S-shaped curve. At the beginning
the frequency rapidly increases, then follows an approximately linear increase, and
finally the increase slows.

As an example of this phenomenon, it can be considered the introduction of
the word selfie, which was used for the first time in 2002, on an Australian Internet
forum?®, then, with the help of social media, it rapidly propagates to a larger network,
becoming more popular than the replaced word, self-portrait. It is also possible to
consider the phenomenon of the regularization of verbs, which is similar to the
phenomenon described above, but develops on a longer time scale. It has been
analyzed in [23] and experimentally verified, using millions of digitalized books,
in [27]. The examples of the S-shaped curve, of this phenomenon (which is still

5According to The Oxford English Dictionary, which, in 2013, proclaimed selfie word of the
year.
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Figure 3: The regularization of verbs to burn. The frequency of the word is indicated
on the vertical axis, the years of measurements are displayed on the horizontal axes.

evolving), is shown in Figure 3, where we can observe that as the frequency of the
irregular form burnt decreases, the frequency of the mutant form increases.

Phenomena of this kind are produced by the interaction of the speckers in the
system of language and are driven by mutation, selection and contagion. They have
been studied taking into account the topology of the interaction network, which
characterize the system and constructing models, which reflect this structure. In this
representation, the agents are represented as nodes on a graph and the interaction are
indicated by the presence of an edge connecting two nodes. Binary undirected graphs
are the simplest representation of an interaction network. In this representation an
edge between two nodes either exists or it does not. Other kinds or representations
use weighted graphs, where the weights on the edges denote the similaritiy, the
proximity or the level of influence among two nodes.

I.4 Learning in Games

In the context of this work, a learning model can be interpreted as the specification
of the learning rules used by individual players to change their behavior, strategies
or beliefs, when the games are played repeatedly [28].

Learning theories can be divided into two broad categories, descriptive and pre-
scriptive theories [29, 30]. The former studies show learning occurs, the latter studies
what are the instructional methods, which leads to the development of learning abil-
ities. Over the years, this phenomenon has been studied in different ways and from
different perspectives. A simple model, which has been proposed by behaviorist psy-
chologists, interprets learning as a passive process, where the learner only responds
to environmental stimuli. This interpretation has been replaced, by cognitivist psy-
chologists, with a perspective in which learning is seen as a process of reorganization
of the previous knowledge, as new experiences occur. In turn, the cognitivist per-
spective has been enriched by the social learning paradigm, which interprets learning
as a process, in which the reorganization of knowledge is also influenced by success



12 0. Introduction

and failure of other learners.

The most important game theoretic models of learning are: belief learning, re-
inforcement learning and evolutionary learning [30]. In belief learning the players
learn to play their strategies according to the beliefs that they constructed in pre-
vious situations. The rule to choose a strategy in this kind of learning is to always
play the best response to the strategy played by the co-player in previous periods,

L)” (3)
EDMEAqy(a>
where A is the co-player’s set of possible strategies and w(a) is the number of times
the opponent adopted strategy a. This theory has been generalized using a Bayesian
updating, for the selection of the best response.

In reinforcement learning, players update their strategies observing the environ-
ment and the rewards they receive adopting a determined action. In this case, the
decisions, S = ¢, ..., ¢, of player n are updated with the following equation,

{qnj + R(z), ifj=F.
Gnj =

Inj, otherwise.

P(A) =

(4)

where R(z) is the reinforcement received playing a determined strategy. The prob-
ability of the strategies at time ¢ are,

an<t)

Pk ZjeS anj(t)’ )
in this framework the players are considered to behave quite mechanically, simply
reacting to positive or negative stimuli [31].

In evolutionary learning, the games are played repeatedly, by a population of
agents and the share of population playing each strategy grows at a rate proportional
to the payoff obtained playing that particular strategy. Even if this model has been
introduced to explain biological evolution, the underlying process, which enables
players to adjust their strategies, can be seen as the result of a learning process
[32]. The learners receive examples from other players and have to infer the rules
that generate their behaviors. The learning process has the form of an inductive
inference, after seeing enough examples, the learner can infer the correct strategy
to employ.

The equilibrium state of the system can be interpreted as the best configura-
tion that each player can achieve in a particular environment. The environment is
composed of a network, which models the interactions among the agents, the knowl-
edge of the set of possible strategies that can be employed and the payoffs, which
will be received playing a determined strategy. All this information makes up the
background knowledge of the agents, which is given to all of them.

In this context, we can say that the agents are provided with bounded rationality,
that is to say that their rationality is limited to the information that they have and
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that their decisions are made according to this information. Bounded rationality has
also been used to explain human behavior, in social science, and to model decision-
making processes [33].

The main difference among reinforcement learning and evolutionary learning is
that evolutionary learning is based on the notion of equilibrium, which is the state
of the system in which all players have learned their best strategy, according to
what strategy other players have employed. In this case the learning process is
shaped at system level and not at single player level. Even if, evolutionary learning
can incorporate reinforcement at player level, its result are always based on the
aggregated behavior of the populations.

The details of evolutionary learning processes will be given in Chapter 1, where
we introduce the replicator dynamics equation, which is used to find the equilibria
of the games. It is a powerful tool, which can be used with different payoff functions,
depending on the problem at hand and on the process which has to be modeled. It
permits the understanding of how each player learns from the others, adjusting its
strategy profile until the system converges.
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Game Theory

1.1 Classical Game Theory

Game theory provides predictive power in interactive decision situations. It was in-
troduced by Von Neumann and Morgenstern [34] in order to develop a mathematical
framework able to model the essentials of decision making in interactive situations.

In its normal-form representation (which is the one used in this thesis) it consists
of a finite set of players I = {1,..,n}, a set of pure strategies for each player S; =
{51, ...y Sm }, and a utility function u; : Sy x ... x S, — R, which associates strategies
to payoffs. Each player can adopt a strategy in order to play a game and the utility
function depends on the combination of strategies played at the same time by the
players involved in the game, not just on the strategy chosen by a single player.
An important assumption in game theory is that the players are rational and try to
maximize the value of u;. Furthermore, in non-cooperative games the players choose
their strategies independently, considering what the other players can play and try
to find the best strategy profile to employ in a game.

A strategy s} is said to be dominant if and only if:

wi(s;, s—i) > ui(si, $—i),Vs_; € S_; (1.1)

where S_; represents all strategy sets other than player ’s.

As an example, we can consider the famous Prisoner’s Dilemma. In this game
two people have been arrested for a crime committed together. Each person is
questioned in a separate room, they cannot communicate but they know that they
receive the same proposal: if they both confess they will be jailed for five years, if
they both do not confess, they will be jailed for one year and if one confesses and
the other does not confess, the one which confesses will be set free and the other
will be jailed for six years.

The payoff matrix of this game is shown in Table 1.1, where each cell represents a
strategy profile, the first number indicates the payoff of Player 1 (P;) and the second
is the payoff of Player 2 (P,), when both players employ the strategy associated to
a specific cell. P is called the row player because it selects its strategy according to
the rows of the payoff matrix, P, is called the column player because it selects its
strategy according to the columns of the payoff matrix. In this game the strategy
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P\ P, ‘ confess don’t confess
confess -5,-5 0,-6
don’t confess | -6,0 -1,-1

Table 1.1: The payoff matrix of The Prisoner’s Dilemma game.

confess is a dominant strategy for both players and this strategy combination is the
Nash equilibrium of the game.

Nash equilibria represent the key concept of game theory and can be defined as
those strategy profiles in which each strategy is a best response to the strategy of the
co-player and no player has the incentive to unilaterally deviate from his decision,
because there is no way to do better. In fact, in the example of The Prosoner’s
Dilemmoa, for both players, —5 is better than —6 and 0 is better than —1, so confess
is the best strategy, whatever other strategy the co-player employs.

In many games, the players can also play mized strategies, which are probability
distributions over their pure strategies. Within this setting, the players choose a
strategy with a certain pre-assigned probability. A mixed strategy profile can be
defined as a vector z = (z1,...,2,,) where m is the number of pure strategies
and each component x;, denotes the probability that player i chooses its hth pure
strategy. Each player ¢ has a strategy profile which is defined as a standard simplex,

A:{xER”:th:L andthOforallhex} (1.2)

h=1

Each mixed strategy corresponds to a point on the simplex and its corners corre-
spond to pure strategies.

In a two-player game, a strategy profile can be defined as a pair (p,q) where
p € A; and ¢ € A;. The expected payoff for this strategy profile is computed as:

ui(p,q) =p-Aq , ui(p,q) =q-A"p (1.3)

where A is the payoff matrix of the game played by ¢ and j and it is assumed to be
simmetric. The Nash equilibrium is computed in mixed strategies in the same way
of pure strategies. It is represented by a pair of strategies such that each is a best
response to the other. The only difference is that, in this setting, the strategies are
probabilities and must be computed considering the payoff matrix of each player.

A game theoretic framework can be considered as a solid tool in decision making
situations since a fundamental theorem by Nash [2] states that any normal-form
game has at least one mixed Nash equilibrium, which can be employed as the solution
of the decision problem.
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1.2 Evolutionary Game Theory

Evolutionary game theory was introduced by John Maynard Smith and George
Price [3], overcoming some limitations of traditional game theory, such as the hyper-
rationality imposed on the players. In fact, in real life situations the players choose
a strategy according to heuristics or social norms [35]. It has been introduced in
biology to explain the ritualized behaviors which emerge in animal conflicts [3].
In particular, Smith and Price have focused their research on why animals adopt
determined strategies instead of others, when they are involved in a conflict with
other animals. The study was conducted on species with different characteristics,
For example, Smith and Price studied why animals, possessing offensive weapons,
do not always use an offensive strategy, which is able to serious injuries others
animals,. The answer to this question is that a total war strategy is risky and
can lead to the extinction of the species. The payoff connected to this strategy
is low, because the animal involved in an offensive context can be damaged by
the opponent. Furthermore, it is not evolutionarily stable, since members of the
population adopting a different strategy can live longer.

In this context, strategies correspond to phenotypes (traits or behaviors), payoffs
correspond to offspring, allowing players with a high actual payoff (obtained thanks
to its phenotype) to be more prevalent in the population. This formulation explains
natural selection choices between alternative phenotypes based on their utility func-
tion. This aspect can be linked to rational choice theory, in which players make a
choice that maximizes its utility, balancing cost against benefits [36].

This intuition introduces an inductive learning process, in which we have a pop-
ulation of agents which play games repeatedly with their neighbors. The players, at
each iteration, update their beliefs on the state of the game and choose their strat-
egy according to what has been effective and what has not in previous games. The
strategy space of each player 7 is defined as a mixed strategy profile x;, as defined
in the previous section. It lives in the mixed strategy space of the game, which is
given by the Cartesian product:

O = XiEIAi (14)

The expected payoff of a pure strategy e” in a single game is calculated as in mixed
strategies (see Equation 1.3). The difference in evolutionary game theory is that
a player can play the games with all other players, obtaining a final payoff which
is the sum of all the partial payoffs obtained during the single games. The payoff
corresponding to a single strategy can be computed as:

n

wi(ef) = > (Ayw) (1.5)

J=1

and the average payoff is:
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j=1

where n is the number of players with whom the games are played and A;; is the
payoff matrix among player ¢ and j. Another important characteristic of evolution-
ary game theory is that the games are played repeatedly. In fact, at each iteration
a player can update his strategy space according to the payoffs gained during the
games, allowing the player to allocate more probability on the strategies with high
payoff, until an equilibrium is reached, which means that the strategy spaces of
the players cannot be updated, because it is not possible to obtain higher payoffs.
The replicator dynamic equation [37] is used In order to find those states, which
correspond to the Nash equilibria of the games,:

i = [u(e", z) —u(z,z)] - 2"Vh € S (1.7)

This equation allows better than average strategies (best replies) to grow at each iter-
ation. It can be used as a tool in dynamical systems to analyze frequency-dependent
selection [32]. It assumes that the grow rate of each strategy is proportional to its
fitness, which is defined summing the payoffs gained during the games. In this
context, several strategies can coexist with different rates.

The following theorem states that the fixed points of equation 1.7 are Nash
equilibria.

Theorem 1. A point x € © is the limit of a trajectory of equation 1.7 starting from
the interior of © if and only if x is a Nash equilibrium. Further, if point x € © 1s
a strict Nash equilibrium, then it is asymptotically stable, additionally implying that
the trajectories starting from all nearby states converge to x.

Proof. See Weibull [38].

For the experiments of this thesis the discrete time version of the replicator
dynamic equation was used:

h
a"(t+1) = :ch(t)u(e—’x) Vh e S (1.8)
u(z, x)
where, at each time step t, the players update their strategies according to the
strategic environment, until the system converges and the Nash equilibria are met. In
classical evolutionary game theory these dynamics describe a stochastic evolutionary
process in which the agents adapt their behaviors to the environment.

For example, if we analyze the prisoner’s dilemma within the evolutionary game
theory framework we can see that the cooperative strategy (do not confess) tends to
emerge as an equilibrium of the game and this is the best situation for both players,
because this strategy gives an higher payoff than the defect strategy (confess), which
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Figure 1.1: The dynamics of the repeated prisoner’s dilemma.

is the equilibrium in the classical game theory framework. In fact, if the players play
the game shown in Table 1.1 repeatedly and randomize their decisions in each game,
assigning at the beginning a normal distribution to their strategies, their payoffs
u(xy;) can be computed as follows:

-5, 0 0.5 —2.5
u(l’m) = Apll’pz = <_6’ —1> <O.5> - <—3.5)
T
-5, —6 0.5 —2.5
u(l’pz) = AZQIPI = < 0 —1> (0.5) - (—3.5)

where T is the transpose operator, required for P, which chooses its strategies ac-
cording to the columns of the matrix in Table 1.1. This operation makes the matrices
A,y and A, identical and for this reason in this case the distinction among the two
players is not required since they receive the same payoffs. Now we can compute
the strategy space of a player at time ¢ + 1 according to equation (1.7):

2 —1.25/ — 3 = 0.42
xg: —1.75) — 3 = 0.58

The game is played with the new strategy spaces until the system converges, that is
when the difference among the payoffs at time ¢,, and ¢,,_; is under a small threshold.
In Figure 1.1 we can see how the cooperate strategy increases over time, reaching a
stationary point, which corresponds to the equilibrium of the game.

1.3 Population Games Dynamics

In the last section we have introduced some concepts of evolutionary game theory,
defining how the strategic interactions occur repeatedly. These kind of games are
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called population games, because they are defined on one or more populations of
agents. In these games, each agent employs a procedure to decide when and how his
strategies have to be changed. This procedure is called revision protocol and within
a population game setting give rise to evolutionary games dynamics [39].

In population games we have a large number of interacting agents. In each
interaction a game is played among two agents, in order to obtain a payoff. Each
agent’s payoff is determined by the co-player behavior and has little effect on the
overall state of the system. Furthermore, each agent belongs to a population and
each population has a finite set of possible strategies, which is identical for all the
population members [39].

More formally, P = {1, ..., p} is a society composed of p populations and each
population is composed by a mass of agents m?” > 0. The set of strategies of
each populations, p is S? = {1,...,n}. The set of strategy distributions for each
population p is X? = {a? € R} : )", 5, 2¥ = mP}. The scalar 2¥ denotes the share
of population agents choosing strategy ¢ € SP and X? is the simplex in R"».

The payoff of a single strategy, i € SP is denoted as FY = X — R and F} =
X — R™ denotes the payoff for all strategies in SP. The average payoff obtained
by members of population p at social state x is,

Fr(a) = — ™t F2(a), (1.9

icsP
and the aggregated payoff of the entire society is defined as,
F(x) :ZZ:I:?EP(:U) = Zmpﬁp (1.10)
PEP €SP pEP
The best responses,
W (z) = arg max I (z), (1.11)
i€SP,....c

are calculated in mixed strategies as follows,

BP(x)={y* € AP .y > 0= i€ l’(x)} (1.12)

where AP denotes the simplex in R™. BP(x) is the set of probability distributions
whose supports contain only pure strategies that are optimal at x.

A social state can be defined as a Nash equilibrium if each agent in every popu-
lation chooses a best response to .

Theorem 2. Fvery population game admits at least one Nash equilibrium.

Proof. See [39]. O
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In single population games we have the same situation described in Section 1.2,
that is, if the payoff matrix of the game is A, then its population game is described
by the linear map F(z) = Ax.

In two population, we have two strategy sets, S' = 1,....,n!, S? = 1,...,n% and
two payoff matrices, A' € R *"* and A% € R™ *"”. In this case, every member of a
population is matched to play the game (A', A?) and the payoff function associated
to each population is, F'!(z) = A'z? and F?(z) = (A?)'z'. The entire game can be

described as,
r0)= (i) = (ay ) () = () 19

The previous example can be generalized to the case of games in p populations.
In this context, the set of pure strategy profiles is defined as, S =[] ger 01 and the
payoff matrices of each population as A = (A!,...; A?). The payoff function of this
game is,

2

Fi(x)= > As',...s") ][]« (1.14)
sTPeSTP r#p
where S77 =[] atp S9. This implies that the behaviors of the players in the same
population are not influenced reciprocally.

In this thesis, a multi-population framework was used to implement the word
sense disambiguation task, in Chapter 2 and the document clustering games in
Chapter 3, whereas the single population framework is employed by the dominant
clustering algorithm, which was used in Chapter 3.

1.4 Evolutionary Dynamics

In general, a model is termed evolutionary if Evolutionary dynamics are based on
three fundamental concepts: selection, replication, and mutation, The mechanism
of selection is a force that favors some traits of behaviors rather than others. In
game theory it is governed by payoffs, in a way in which, players that have obtained
higher payoffs, that is, have determined traits or employ determined behavior, are
selected preferentially from the population, for reproduction. The mechanism of
reproduction is linked to the concept of replication. In fact, it increments the share
of population with the traits or behaviors of selected players. The generation of new
diversity in the population is accomplished by the mutation mechanism, which is a
process that tends to slightly differentiate the replicated players.

These mechanisms have been implemented by the scientific community with
the support of differential equations, which are able to model the evolution of a
population over time. Two principles, which are common in these representations,
are those of inertia and myopia. The first refers to the fact that players adjust their
strategy sporadically (not each time they play a single game). The second refers to
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the fact that agents revisit their strategies, only considering the actual state of the
game, that is, their current payoff and their strategy distribution.

The mechanism which describes when and how the players update their behav-
iors, is based on the notion of revision protocol and follows the two assumptions of
inertia and myopia, the agents wait a certain amount of time before they consider
to update their decisions and this decision is based only on the current social state.

If we consider a population game, F : X — R™, as defined in the previous
section, a revision protocol pP is a map pP : R™ x XP — Rﬁpxnp. The scalar
pfj(wp,xp) is called the conditional switch rate from strategy ¢ € S? to strategy
j € SP, given payoff vector 7”7 and population state xP.

The revision protocol of the replicator dynamics, introduce in Section 1.2, has
the form,

oo (P aP) = @l (7P o), (1.15)

where i:? is the share of population p playing strategy ;7 € S. More generally, we
have that under the replicator dynamics, the percentage growth rate of each strategy
i € SP is equivalent to its excess payoff, FP(z) = FF(x) — F?(x), where FP(x) is the
average payoff.



Word Sense Disambiguation Games

2.1 Introduction

Word Sense Disambiguation (WSD) is the task to identify the intended meaning of
a word based on the context in which it appears [40]. It has been studied since the
beginnings of Natural Language Processing (NLP) [41] and also today it is a central
topic of this discipline. This because it is important for many NLP tasks like text
understanding [42], text entailment [43], machine translation [44], opinion mining
[45], sentiment analysis [46] and information extraction [47]. All these applications
can benefit from the disambiguation of ambiguous words, as a preliminary process;
otherwise they remain on the surface of the word, compromising the coherence of
the data to be analyzed [48].

To solve this problem the research community has proposed several algorithms
during the years, based on supervised [49, 50], semi-supervised [51, 52] and unsuper-
vised [53, 54| learning models. Nowadays, although supervised methods perform
better in general domains, unsupervised and semi-supervised models are gaining
attention from the research community with performance close to the state of the
art of supervised systems [55]. In particular knowledge-based and graph based
algorithms are emerging as interesting approaches to resolve the problem [56, 57].
The peculiarities of these algorithms are that they do not require any corpus evi-
dence and use only the structural properties of a lexical database to perform the
disambiguation task. In fact, unsupervised methods are able to overcome a common
problem in supervised learning: the knowledge acquisition problem, which consists
in the production of large-scale resources, manually annotated with word senses.

Knowledge-based approaches exploit the information from knowledge resources
such as dictionaries, thesauri or ontologies and compute sense similarity scores to
disambiguate words in context [58]. Graph-based approaches model the relations
among words and senses in a text with graphs, representing words and senses as
nodes and the relations among them as edges. From this representation the struc-
tural properties of the graph can be extracted and the most relevant concepts in the
network can be computed, leading to the resolution of the problem [59, 60].

Our approach falls into these two lines of research; it uses a graph structure to
model the geometry of the data points (the words in a text) and a knowledge base
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to extract the senses of each word and to compute the similarity among them. The
most important difference among our approach and state-of-the-art graph based
approaches [61, 62, 57, 63] is that in our method the graph contains only words and
not senses. This graph is used to model the pairwise interaction among words and
not to rank the senses in the graph according to their relative importance.

The starting point of our research is based on two fundamental assumptions:

1. the meaning of a sentence emerges from the interaction of the components
which are involved in it;

2. these interactions are different and must be weighted in order to supply the
right amount of information.

We interpret language as a complex adaptive system, composed of linguistic units
and their interactions [64, 65]. The interactions among units give rise to the emer-
gence of properties which in our case, by assumption, can be interpreted as meanings.
In our model the relations between the words are weighted by a similarity measure
with a distributional approach, increasing the weights among words which share
a syntactic or a proximity relation. Weighting the interaction of the nodes in the
graph is helpful in situations in which the indiscriminate use of contextual informa-
tion can deceive. Furthermore, it models the idea that the meaning of a word does
not depend on all the words in a text but just on some of them [66].
This is illustrated in the sentences below:

e There is a financial institution near the river bank.
e They were troubled by insects while playing cricket.

In these two sentences' the meaning of the words bank and cricket can be misin-
terpreted by a centrality algorithm which tries to find the most important node in
the graph composed of all the possible senses of the words in the sentence. This
because the meanings of the words financial and institution tend to shift the mean-
ing of the word bank toward its financial meaning and not toward its naturalistic
meaning. The same behavior can be observed for the word cricked which is shifted
by the word insect toward its insect meaning and not toward its game meaning. In
our work the disambiguation task is performed imposing a stronger importance on
the relations between the words bank and river for the first sentence and between
cricket and play for the second; exploiting syntactical or proximity information.
Our approach imposes that the senses of the words which share a strong rela-
tion must be similar. The idea of assigning a similar class to similar objects has
been implemented in a different way by Kleinberg and Tardos [67], within a Markow
random field framework. They have shown that it is beneficial in combinatorial opti-
mization problems. In our case, this imposition can preserve the textual coherence;

'A complete example of the disambiguation of the first sentence is given in Section 2.4.2
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a characteristic which is missing in many state-of-the-art systems. In particular, it
is missing in systems in which the words are disambiguated independently. On the
contrary, our approach disambiguates all the words in a text simultaneously, using
an underlying structure of interconnected links which models the interdependence
between the words. In this way, we model the idea that the meaning for any word
depends at least implicitly on the combined meaning of all the interacting words.

In our study, we model these interactions by developing a system in which it
is possible to map lexical items onto concepts exploiting contextual information
in a way in which collocated words influence each other simultaneously, imposing
constraints in order to preserve the textual coherence. For this reason, we decided
to use a powerful tool, derived from evolutionary game theory: the non-cooperative
games (see Section 1.1). In our system, the nodes of the graph are interpreted as
players, in the game theoretic sense (see Section 1.1), which play a game with the
other words in the graph, in order to maximize their utility; constraints are defined
as similarity measures among the senses of two words which are playing a game.
The concept of utility has been used in different ways in the game theory literature,
in general, it refers to the satisfaction that a player derives from the outcome of a
game [35]. From our point of view, increasing the utility of a word means increasing
the textual coherence, in a distributional semantics perspective [68]. In fact, it has
been shown that collocated words tends to have a determined meaning [69, 70].

Game theoretic frameworks have been used in different ways to study the lan-
guage use [71, 72] and evolution [73], but to the best of our knowledge, our method
is the first attempt to use it in a specific NLP task. This choice is motivated by
the fact that game theoretic models are able to perform a consistent labeling of
the data [74, 75], taking into account contextual information. These features are
of great importance for an unsupervised or semi-supervised algorithm which tries
to perform a WSD task because by definition, the sense of a word is given by the
context in which it appears. Within a game theoretic framework we are able to cast
the WSD problem as a combinatorial optimization problem, exploiting contextual
information in a dynamic way. Furthermore, no supervision is required and the
system can adapt easily to different contextual domains, which is exactly what is
required for a WSD algorithm.

The additional reason for the use of a consistent labeling system relies on the
fact that it is able to deal with semantic drifts [76]. In fact, as shown in the above
two sentences, concentrating the disambiguation task of a word on highly collocated
words, taking into account syntactic and proximity information allows the meaning
interpretation to be guided towards senses which are strongly related to the word
to be disambiguated and not to other words in its context.

In this article, we provide a detailed discussion about the motivation behind our
approach and a full evaluation of our algorithm comparing it with state-of-the-art
systems. In a previous work we have used a similar algorithm in a semi-supervised
scenario [77], casting the WSD task a graph transduction problem. Now we have
extended that work making the algorithm fully unsupervised. Furthermore, in this
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article we provide a complete evaluation of the algorithm extending our previous
works [78], including syntactic and proximity information.

An important feature of our approach is that it is versatile. In fact, the method
can adapt to different scenarios and to different tasks and it is possible to use it
as unsupervised or semi-supervised. The semi-supervised approach, presented in
[77], is a bootstrapping graph based method which propagates the information from
labeled words to unlabeled. In this article, we also provide a new semi-supervised
version of the approach which can exploit the evidence from labeled words in corpora
or the most frequent sense heuristic and does not require labeled words.

We tested our approach on different datasets in order to find the similarity mea-
sures which perform better and evaluated it against unsupervised, semi-supervised
and supervised state-of-the-art systems. The results of this evaluation shows that
our method performs well and can be considered as a valid alternative to current
models.

2.2 Related work

There are two major paradigms in WSD: supervised and knowledge-based. Super-
vised algorithms learn, from sense labeled corpora, a computational model of the
words of interest. Then, the obtained model is used to classify new instances of
the same words. Knowledge-based algorithms perform the disambiguation task by
using an existing lexical knowledge base, which usually is structured as a semantic
network. Then, these approaches use graph algorithms to disambiguate the words
of interests, based on the relations that these words’ senses have in the network [79].

A popular supervised WSD system, which has shown good performance in dif-
ferent WSD tasks, is It Makes Sense (IMS) [49]. It takes as input a text and for
each content word (noun, verb, adjective, or adverb) outputs a list of possible senses
ranked according to the likelihood of appearing in a determined context and ex-
tracted from a knowledge base. The training data used by this system are derived
from SemCor [80], DSO [81] and collected automatically exploiting parallel corpora
[82]. Tts default classifier is LIBLINEAR? with a linear kernel and its default pa-
rameters.

Unsupervised and knowledge-based algorithms for WSD are attracting great at-
tention from the research community. This because, supervised systems require
training data, which are difficult to obtain. In fact, producing labeled data is a
time-consuming process, which has to be carried out separately for each language
of interest. Furthermore, as investigated by Yarowsky and Florian [83], the perfor-
mances of a supervised algorithm degrade substantially with the increasing of sense
entropy. Sense entropy refers to the distribution over the possible senses of a word,
as seen in training data. Additionally, a supervised system has problems to adapt

2http://liblinear.bwaldvogel.de
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to different contexts, because it depends on prior knowledge which makes the algo-
rithm rigid, therefore cannot efficiently adapt to domain specific cases, when other
optimal solution may be available [83].

One of the most common heuristics which allows to exploit labeled data such
as SemCor [80] is the most frequent sense. It exploits the overall sense distribution
for each word to be disambiguated, choosing the sense with the highest probability
regardless of any other information. This simple procedure is very powerful in
general domains but can not handle senses with a low distribution which could be
found in specific domains.

With these observations in mind Koeling et al. [84] created three domain spe-
cific corpora to evaluate WSD systems. They tested whether WSD algorithms are
able to adapt to different contexts, comparing their results with the most frequent
sense heuristic, computed on general domains corpora. They used an unsupervised
approach to obtain the most frequent sense for a specific domain [54] and demon-
strated that their approach outperforms the most frequent sense heuristic derived
from general domain and labeled data.

This heuristic, for the unsupervised acquisition of the predominant sense of a
word, consists in collecting all the possible senses of a word and then in ranking
these senses. The ranking is computed according to the information derived from a
distributional thesaurus, automatically produced from a large corpus and a semantic
similarity measure derived from the sense inventory. Although the authors have
demonstrated that this approach is able to outperform the most frequent sense
heuristic computed on labeled data on general domains, it is not easy to use it on
real world applications, especially when the domain of the text to be disambiguated
is not known in advance.

Other unsupervised and semi-supervised approaches, instead of computing the
prevalent sense of a word, try to identify the actual sense of a word in a determined
phrase, exploiting the information derived from its context. This is the case of
traditional algorithms which exploit the pairwise semantic similarity among a target
word and the words in its context [85, 86, 87]. Our work could be considered as
a continuation of this tradition which tries to identify the intended meaning of a
word given its context, using a new approach for the computation of the sense
combination.

Graph-based algorithms for WSD are gaining much attention in the NLP com-
munity. This is because graph theory is a powerful tool that can be employed both
for the organization of the contextual information and for the computation of the
relations among word senses. It allows to extract the structural properties of a
text. Examples of this kind of approaches construct a graph from all the senses
of the words in a text and then use connectivity measures in order to identify the
most relevant word senses in the graph [57, 59]. Navigli and Lapata [59] conducted
an extensive analysis of graph connectivity measures for unsupervised WSD. Their
approach uses a knowledge base, such as WordNet, to collect and organize all the
possible senses of the words to be disambiguated in a graph structure, then uses
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the same resource to search for a path (of predefined length) between each pair of
senses in the graph and if it exists, it adds all the nodes and edges on this path to
the graph. The connectivity measures aim at finding the most important nodes in
the graph. These measures analyze local and global properties of the graph. Local
measures, such as degree centrality and eigenvector centrality, determine the degree
of relevance of a single vertex. Global properties, such as compactness, graph en-
tropy and edge density, analyze the structure of the graph as a whole. The results
of the study show that local measures outperform global measure and in particular,
degree centrality and PageRank [88] (which is a variant of the eigenvector centrality
measure) achieve the best results.

PageRank [88] is one of the most popular algorithm for WSD, in fact, it was
implemented in different ways by the research community [89, 90, 61, 91]. It uses
a knowledge base to collect the senses of the words in a text and represents them
as nodes of a graph. The structure of this resource is used to connect each node
with its related senses in a directed graph. The main idea of this algorithm is that
whenever a link from a node to another exists, a vote is produced, increasing the
rank of the voted node. It works by counting the number and quality of links to
a node in order to determine an estimation of how important the node is in the
network. The underlying assumption is that more important nodes are likely to
receive more links from other nodes [88]. Exploiting this idea the ranking of the
nodes in the graph can be computed iteratively with equation (2.1):

Pr=cMPr+(1—c) (2.1)

where M is the transition matrix of the graph, v is a N x 1 vector representing
a probability distribution and c¢ is the so called damping factor which represents
the chance that the process stops, restarting from a random node. At the end of
the process each word is associated with the most important concept related to it.
One problem of this framework is that the labeling process is not assumed to be
consistent.

An algorithm which tries to improve centrality algorithms is SUDOKU, intro-
duced by Minion and Sainudiin [92]. It is an iterative approach which simultaneously
constructs the graph and disambiguates the words using a centrality function. It
starts inserting the nodes corresponding to the senses of the words with low poly-
semy and and iteratively inserting the more ambiguous words. The advantages of
this method are that the use of small graphs, at the beginning of the process, re-
duces the complexity of the problem and that it can be used with different centrality
measures.

Recently a new model for WSD has been introduced, based on an undirected
graphical model [66]. It approaches the WSD problem as a maximum a posteriori
query on a Markov random field [93]. The graph is constructed using the content
words of a sentence as nodes and connecting them with edges if they share a re-
lation, determined using a dependency parser. The values that each node in the
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graphical model can take include the senses of the corresponding word. The senses
are collected using a knowledge base and weighted using a probability distribution
based on the frequency of the senses in the knowledge base. Furthermore, the senses
between two related words are weighted using a similarity measure. The goal of this
approach is to maximize the joint probability of the senses of all the words in the
sentence, given dependency structure of the sentence, the frequency of the senses
and the similarity among them.

A new graph based, semi-supervised approach, introduced to deal with multilin-
gual WSD [94] and entity linking problems, is Babelfy [95]. Multilingual WSD is
an important task because traditional WSD algorithms and resources are focused
on English language. It exploits the information from large multilingual knowledge,
such as BabelNet [96] to perform this task. Entity linking consists in disambiguating
the named entities in a text and in finding the appropriate resource in an ontology
which correspond to the specific entity, mentioned in a text. In this task, information
from ontology such as those available in the Linked Open Data [97] are exploited
to find the appropriate description of a named entity. Babelfy creates the semantic
signature of each word to be disambiguated, that consists in collecting, from a se-
mantic network, all the nodes related to a particular concepts, exploiting the global
structure of the network. This process leads to the construction of a graph-based
representation of the whole text. Then, it applies Random Walk with Restart [98]
to find the most important nodes in the network, solving the WSD problem.

Approaches which are more similar to ours in the formulation of the problem
have been described by Araujo [99]. The authors reviewed the literature devoted to
the application of different evolutionary algorithm to several aspects of NLP: syn-
tactical analysis, grammar induction, machine translation, text summarization, se-
mantic analysis, document clustering and classification. Basically these approaches
are search and optimization methods inspired by biological evolution principles. A
specific evolutionary approach for WSD has been introduced by Menai [100]. It
uses genetic algorithms [101] and memetic algorithms [102] in order to improve the
performance of a gloss-based method. It is assumed that there is a population of
individuals, represented by all the senses of the words to be disambiguated, and that
there is a selection process which selects the best candidates in the population. The
selection process is defined as a sense similarity function which gives a higher score
to candidates with specific features, increasing their fitness to the detriment of the
other population members. This process is repeated until the fitness level of the
population regularizes and at the end the candidates with higher fitness are selected
as solutions of the problem. Another approach which address the disambiguation
problem in terms of space search is GETALP [103], it use an Ant Colony algorithm
to find the best path in the weighted graph constructed measuring the similarity of
all the senses in a text and assigning to each word to be disambiguated the sense
corresponding to the node in this path.

These methods are similar to our study in the formulation of the problem, the
main difference is that our approach is defined in terms of evolutionary game theory.
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As it is shown in the next section, this approach ensures that the final labeling of
the data is consistent and that the solution of the problem is always found.

2.3 Word Sense Disambiguation as a Consistent
Labeling Problem

WSD can be seen as a sense labeling task [40] which consists in assigning a sense
label to a target word. As a labeling problem we need an algorithm which performs
this task in a consistent way, taking into account the context in which the target
word occurs. Following this observation we can formulate the WSD task as a con-
straint satisfaction problem [104] in which the labeling process has to satisfy some
constraints in order to be consistent. This approach gives the possibility not only
to exploit the contextual information of a word but also to find the most appropri-
ate sense association for the target word and the words in its context. This is the
most important contribution of our work which distinguishes it from existing WSD
algorithms. In fact, in some cases using only contextual information without the
imposition of constraints can lead to incongruences in the assignment of senses to
related words.

As an illustrative example we can consider a binary CSP which is defined by
a set of variables representing the elements of the problem and a set of binary
constraints representing the relationships among variables. The problem is solved if
there exists a solution that satisfies all the constraints. This setting can be described
in a formal manner as a triple (V, D, R), where V = {vy, ..., v, } is the set of variables
D ={D,,,...,D,,} is the set of domains for each variable, each D, denoting a finite
set of possible values for variable v;; and R = {Ry|R;; € D,, x D,,} is a set of
binary constraints where R;; describe a set of compatible pairs of values for the
variables v; and v;. R can be defined as a binary matrix of size p x ¢ where p is
the cardinality of domains and ¢ is the cardinality of variables. Each element of
the matrix R;;(A, \') = 1 indicates the compatibility of the assignment v; = A with
the assignment v; = N. R is the core part of the system. It is used to impose the
constraints, in a way in which each label assignment is consistent.

The binary case described above assumes that the constraints are completely
violated or completely respected. This is restrictive; in fact, in many real-word
cases, it is more appropriate to have a weight which expresses the level of confidence
about a particular assignment [74]. This consistency notion has been shown to be
related to the Nash equilibrium concept in game theory [105]. We have adopted
this method to approach the WSD task in order to perform a consistent labeling
of the data. In our case, we can consider variables as words, labels as word senses
and compatibility coefficients as similarity values among two word senses. The
computation of Nash equilibria has been introduce in Section 1.2.
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2.4 WSD games

In this section we describe how the WSD games are formulated. We assume that
each player ¢ € I which participates in the games is a particular word in a text and
that each strategy is a particular word sense. The players can choose a determined
strategy among the set of strategies S; = {1,...,¢}, each expressing a certain hy-
pothesis about its membership in a class and ¢ being the total number of classes
available. We consider S; as the mixed strategy for player ¢ as described in Section
1.1. The games are played among two similar words, 7 and j, imposing only pairwise
interaction among them. The payoff matrix Z;; of a single game is defined as a sense
similarity matrix, among the senses of word ¢ and word j. The payoff function for
each word is additively separable and is computed as described in Section 1.2.

Formulating the problem in this way we can apply the replicator dynamics equa-
tion (see Section 1.2, equation 3.16), to compute the equilibrium state of the system,
which corresponds to a consistent labeling of the data. In fact, once stability is
reached, all players play the strategy with the highest payoff. Each player arrives
to this state not only considering its own strategies but also the strategies which its
co-players are playing. When the system converges, for each player ¢ € I is chosen
the strategy with the highest probability (see equation below).

¢; = arg max x;j (2.2)
h=1,....c

In our framework a word is not disambiguated only if it is not able to update its
strategy space. This can happen when the player’s strategy space is initialized with
a uniform distribution and either its payoff matrices have only zero entries or he
is not connected with other nodes. The latter assumption is not admitted in our
framework. With equation 2.2 it is guaranteed that at the end of the process each
word is mapped to exactly one sense. Experimentally, we noticed that when a word
is able to update its strategy space, it is not the case that two senses in it have the
same probability.

2.4.1 Implementation of the WSD games

In order to run our algorithm we need the network which models the interactions
among the players, the strategy space of the game and the payoff matrices. We
adopted the following steps in order to model the data required by our framework
and specifically, for each text to be disambiguated, we:

e extract from the text the list of words I which have an entry in a lexical
database,

e compute, from I, the word similarity matrix W in which are stored the pair-
wise similarities among each word with the others and represents the players’
interactions,
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e increase the weights between two words which share a syntactical or proximity
relation,

e extract, from I, the list C' of all the possible senses, which represents the
strategy space of the system,

e assign, for each word in I, a probability distribution over the senses in C
creating for each player a probability distribution over the possible strategies,

e compute the sense similarity matrix Z among each pair of senses in C', which
is then used to compute the partial payoff matrices of each games,

e apply the replicator dynamics equation in order to compute the Nash equilibria
of the games, and

e assign to each word ¢ € [ a strategy s € C.

These steps are described in the following section. In Section 2.4.1.1 we describe the
graph construction procedure which we employed in order to model the geometry of
the data. In Section 2.4.1.2 we explain how we implement the strategy space of the
game, which allows each player to choose over a predetermined number of strategies.
In Section 2.4.1.3 we describe how we compute the sense similarity matrix and how
it is used to create the partial payoff matrices of the games. Finally in Section 2.4.1.4
we describe the system dynamics.

2.4.1.1 Graph construction

In our study, we modeled the geometry of the data as a graph. The nodes of the
graph correspond to the words of a text which have an entry in a lexical database.
We denote the words by I = {ij}ﬁ-v:l, where ¢; is the j-th word and N is the total
number of words retrieved. From [ we construct a N x N similarity matrix W
where each element w;; is the similarity value assigned by a similarity function to
the words ¢ and j. W can be exploited as an useful tool for graph-based algorithms
since it is treatable as weighted adjacency matrix of a weighted graph.

A crucial factor for the graph construction is the choice of the similarity measure,

sim(+,-) — R to weights the edges of the graph. In our experiments, we used
similarity measures which compute the strength of co-occurrence between any two
words 4; and ;.
This choice is motivated by the fact that collocated words tend to have determined
meanings [69, 70], and also because the computation of these similarities can be
obtained easily. In fact, it only required a corpus in order to compute the a vast
range of similarity measures. Furthermore, large corpora such as the BNC corpus
[25] and the Google Web 1T corpus [24] are freely available and extensively used by
the research community.
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In some cases, it is possible that some target words are not present in the reference
corpus, due to different text segmentation techniques or spelling differences. In this
case we use query expansion techniques in order to find an appropriate substitute
[106]. Specifically, we use WordNet to find alternative lexicalizations of a lemma,
choosing the one which co-occurs more frequently with the words in its context.

The information obtained from a similarity measure can be enriched taking into
account the proximity of the words in the text and the syntactic structure of the
sentence. The first task can be achieved augmenting the similarities among a target
word and the k words that appear on its right and on its left, where k is a parameter
that with small values can capture fixed expressions and with large values can detect
semantic concepts [107]. The second task can be achieved using a dependency parser
to obtain the syntactical relations among the words in the target sentence.

Essentially, a dependency parser takes as input a sentence and gives as output a
dependency structure. The structure is represented by a directed labeled graph with
the main verb of the sentence as its root. The edges of the graph connect words
which have a dependency relation and its labels specify the relation type [108].
The dependency relation is asymmetric and connects a syntactically subordinate
word, called dependent with another word on which it depends, called head word.
The directed edge goes from the head word to the dependent, making the relation
asymmetric.

We are not interested in all the relations in the sentence but we focus only on
relations among target words. The use of a dependency/proximity structure makes
the graph reflect the structure of the sentence while the use of a distributional
approach allows us to exploit the relations of semantically correlated words. This
is particularly useful when the dependency structure is poor; for example when it
connects words to auxiliary or modal verbs.

2.4.1.2 Strategy space implementation

The strategy space of the game is created using a knowledge base to collect the
sense inventories M; = 1,...,m of each word in a text, where m is the number of
senses associated with word ¢. Then is created the list C'=1,...,c of all the unique
concepts in the sense inventories, which correspond to the space of the game.

With this information we can define the strategy space S of the game in matrix
form as:

Si1 Si2 t Sic

Spl Sn2 tt Sne

where each row corresponds to the mixed strategy space of a player and each column
corresponds to a specific sense. Each component s;;, denotes the probability that the
player chooses to play its hth pure strategy among all the strategies in its strategy
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profile, as described in Section 1.1. The initialization of each mixed strategy space
can either be uniform or take into account information from sense labeled corpora.

2.4.1.3 The payoff matrices

We encoded the payoff matrix of a WSD game as a sense similarity matrix among all
the senses in the strategy spaces of the game. In this, way the higher the similarity
among the senses of two words, the higher the incentive for a word to chose that
sense, and play the strategy associated with it.

The ¢ X ¢ sense similarity matrix Z is defined in equation (2.4).

zij = ssim(s;, sj) Vi, j € C i j (2.4)

This similarity matrix can be obtained using the information derived by the same
knowledge base used to construct the strategy space of the game. It is used to extract
the partial payoff matrix Z;; for all the single games played among two players ¢ and
j. This operation is done extracting from Z the entries relative to the indices of the
senses in the sense inventories M; and M;. It produces an m; x m; payoff matrix,
where m; and m; are the numbers of senses in M; and M, respectively.

2.4.1.4 System dynamics

Now that we have the topology of the data W, the strategy space of the game S
and the payoff matrix Z we can compute the Nash equilibria of the game according
to equation (3.16). In each iteration of the system each player plays a game with
its neighbors N; according to the similarity graph W and the payoffs are calculated
as follows:
h
w;(e", x) = Z(wijZiﬁj)h (2.5)
JEN;

and

wilw) = af (wi Zijry) (2.6)

JEN;
In this way we can weight the influence that each word has on the choices that

a particular word has to make on its meaning. We assume that the payoff of word
¢ depends on the similarity that it has with word j, w;;, the similarities among its
senses and those of word j, Z;;, and the sense preference of word j, (z;). During
each phase of the dynamics a process of selection allows strategies with higher payoff
to emerge and at the end of the process each player chooses its sense according to
these constraints.

2.4.2 An example

As an example we can consider the following sentence, which we encountered before:
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e There is a financial institution near the river bank.

We first tokenize, lemmatize, tag and parse the sentence using the Stanford parser
[109]; then we extract the content words which have an entry in WordNet 3.0 [110],
constructing the list of words to be disambiguated: {is, financial, institution, river,
bank}. Once we identified the target words we computed the pairwise similarity
for each target word. For this task we used the Google Web 1T 5-Gram Database
[24] to compute the modified Dice coefficient® [111]. With the information derived
by this process we can construct a similarity graph (Figure 2.1(a)) which indicates
the strength of association between the words in the text. This information can be
augmented taking into account other sources of information such that the depen-
dency structure of the syntactic relations between the words (Figure 2.1(b)) or the
proximity information derived by a simple n-gram model (Figure 2.1(c)).

The operation to increment the weights of structurally related words is important
because it prevents the system to rely only on distributional information, which could
lead to a sense shift for the ambiguous word bank or could exclude associations
between words which do not appear in the corpus in use. In fact, its association
with the words financial and institution would have the effect to interpret it as a
financial institution and not as sloping land as defined in WordNet.

In Figure 2.1(d) it is represented the final form of the graph for our target
sentence, in which we have combined the information from the similarity graph and
from the n-gram graph. The weights in the similarity graph are increased by the
mean weight of the graph if a corresponding edge exists in the n-gram graph and
not include a stop-word®. As we can see in Figure 2.1(b) and 2.1(c), in both graphs
there is an edge between the words bank and river meaning that this relation is
more important that the others.

After the pairwise similarities between the words are computed we access a lexical
database in order to get the sense inventories of each word so that each word can
be associated with a predefined number of senses. For this task, we use WordNet
3.0 [110]. Then for each unique sense in all the sense inventories we compute the
pairwise semantic similarity, in order to identify the affinity among all the pairwise
sense combination. This task can be done using a semantic similarity or relatedness
measure °. For this example, we used a variant of the gloss vector measure [112],
the tf-idf, described in Section 2.5.1.2.

Having obtained the similarity information we can initialize the strategy space of
each player with a uniform distribution, given the fact that we are not considering

3Specifically we used the service provided by the Corpus Linguistics group at FAU Erlangen-
Niirnberg, with a collocation span of 4 words on the left and on the right and a collocates with
minimum frequency: 100.

4 A more accurate representation of the data could have been implemented using the dependency
graph instead of the n-gram graph or both of them; but in this case the results would not have
changed, since in both cases there is an edge between river and bank. In fact, in many cases an
n-gram model can implicitly detect syntactical relations

5Semantic similarity and relatedness measures are discussed in Section 2.5.1.1 and 2.5.1.2
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financial financial

river

institution bank institution bank

(a) Similarity graph (b) Dependency graph

financial financial

be river

institution bank institution bank

(¢) n-gram graph (d) Similarity n-gram graph

Figure 2.1: Four graph representations for the sentence: there is a financial institu-
tion near the river bank. (a) a similarity graph constructed using the modified Dice
coefficient as similarity measure over the the Google Web 1T 5-Gram Database [24]
to weight the edges. (b) graph representation of the dependency structure of the
target words using the Stanford dependency parser [109]. (c) graph representation
of the n-gram structure of the sentence, with n = 1; for each node, an edge is added
to another node if the corresponding word appears to its left or right, in a window of
size one word. (d) a weighted graph which combine the information of the similarity
graph and the n-gram graph. The edges of similarity graph are augmented by its
mean weight if a corresponding edge exists in the n-gram graph and not include a
stop-word.

any prior information about the senses distributions. Now the system dynamics
can be started. In each iteration of the dynamics each player play a game with its
neighbors obtaining a payoff for each of its strategies according to equation (2.5)
and once the players have played the games with their neighbors in W, the strategy
space of each player is updated at time ¢ + 1 according to equation (3.16).

We present the dynamics of the system created for the example sentence in Figure
2.2. The dynamics are shown only for the ambiguous words at time steps t1, t, t3
and t15 (when the system converges). As we can see at time step 1 the senses of
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Figure 2.2: System dynamics for the words: be, institution and bank at time step
1,2,3 and 12 (system convergence). The strategy space of each word is represented
as a regular polygon of radius 1, where the distance from the center to any vertex
represents the probability associated with a particular word sense. The values on
each radius in a polygon are connected with a darker line in order to show the actual
probability distribution obtained at each time step.
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each word are equiprobable, but as soon as the games are played some sense starts
to emerge. In fact at time step 2 many senses are discarded, and this in virtue of
two principles,

a) the words in the text push the senses of the other words toward a specific

sense; and b) the sense similarity values for certain senses are very low.
Regarding the first principle, we can consider the word institution, which is playing
the games with the words financial and bank, is immediately driven toward a specific
sense, as an organization founded and united for a specific purpose as defined in
WordNet 3.0; thus discarding the other senses. Regarding the second principle, we
can consider many senses of the word bank which are not compatible with the senses
of the other words in the text and therefore their values decrease rapidly.

The most interesting phenomenon which can be appreciated from the example is
the behavior of the strategy space of the word bank. It has ten senses, according to
WordNet 3.0 [110], and can be used in different context and domains, to indicate,
among the other things, a financial institution (sy in Figure 2.2) or a sloping land
(890 in Figure 2.2). When it plays a game with the words financial and institution
it is directed toward its financial sense; when it plays a game with the word river, it
is directed toward its naturalistic meaning. As we can see in Figure 2.2 at time step
2 the two meanings (s and sy2) have almost the same value and at time step 3 the
word starts to define a precise meaning to the detriment of sg; but not of sgs. The
balancing of these forces toward a specific meaning is given by the similarity value
w;; which allows bank in this case to chose its naturalistic meaning. Furthermore,
we can see that the inclination to a particular sense is given by the payoff matrix
Z;; and by the strategy distribution S; which indicates what sense word j is going
to choose, ensuring that word i’s is coherent with this choice.

2.5 Experimental Evaluation

In this Section we describe how the presented method has been tested and compared
with state-of-the-art systems®. In Section 2.5.1 we describe the datasets which we
have used for the evaluation of our model and the settings which we have used to
test it. In Section 2.5.2 the results of our experiments with an unsupervised setting
are presented and in Section 2.5.3 the results using a semi-supervised setting are
presented. In Section 2.5.4 the detailed results of our experiments on each dataset
are presented; finally, in Section 2.5.5 we compare our results with state-of-the-art
systems. The results are provided as F1, computed according to equation 2.7.

precision - recall

F1=2 100 (2.7)

precision + recall

6Tt is possible to download the code of the algorithms and the datasets used in this chapter at
http://www.dsi.unive.it/~tripodi/wsd
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F1 is a measure which determines the weighted harmonic mean of precision and
recall. Precision is defined as the number of correct answers divided by the number
of provided answers and recall is defined as the number of correct answers divided
by the total number of answers to be provided.

2.5.1 Evaluation Setup

We evaluated our algorithm with four general domain datasets: Senseval-2 fine
grained english all-words (SE2) [113], Senseval-3 fine grained english all-words (SE3)
[114], SemEval-2007 fine grained all-words (SEO7TFG) [115], and SemEval-2007 coarse
grained english all-words (SE07CG) [116]”.Furthermore we evaluated our approach
on two Entity Linking datasets, SemEval-2013 task 12 (S13) [117] and KORE50
[118]%, using as knowledge base BabeNet.

In the next sections, we describe the similarity measure which we used to test
our approach, introduce WordNet [110] and BabelNet [96], presenting the semantic
and relatedness measure calculated on these resources. Finally, we explain how we
initialize the strategy space for the WSD games.

2.5.1.1 Distributional similarity measures

We evaluated our algorithm with different similarity measures in order to find the
measure which performs better, the results of this evaluation are presented in Section
2.5.2. Specifically for our experiments we used eight different measures: the Dice
coefficient (dice) [119], the modified Dice coefficient (mDice) [111], the pointwise
mutual information (pmi) [120], the t-score measure (t-score) [120], the z-score
measure (z-score) [121], the odds ration (odds-r) [122], the chi-squared test (chi-
s) [123] and the chi-squared correct (chi-s-c) [124].

The measures which we used are presented in Figure 2.4 where the notation refers
to the standard contingency tables [125] used to display the observed and expected
frequency distribution of the variables, respectively on the left and on the right of
Figure 2.3.

2.5.1.2 Semantic measures

We used WordNet [110] and BabelNet [96] as knowledge bases to collect the sense
inventories of each word to be disambiguated.

"SE2 has been downloaded from www.hipposmond.com/senseval2, SE3  from
http://www.senseval.org/senseval3, SEO07FG from http://nlp.cs.swarthmore.edu/semeval/tasks/
and SE07CG from http://lcl.uniromal.it/coarse-grained-aw

8We downloaded S13 from https://www.cs.york.ac.uk/semeval-2013/task12/index.html
and KORE50 from  http://www.mpi-inf.mpg.de/departments/databases-and-information-
systems/research/yago-naga/aida/downloads/
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Figure 2.3: Contingency tables of observer frequency (on the left) and expected
frequency (on the right).
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Figure 2.4: Association measures used to weight the similarity graph W.

2.5.1.2.1 Semantic measures calculated with WordNet WordNet [110] is a
lexical database where the lexicon is organized according to a psycholinguistic theory
of the human lexical memory, in which the vocabulary is organized conceptually
rather than alphabetically, giving a prominence to word meanings rather than to
lexical forms. The database is divided in five parts: nouns, verbs, adjectives, adverbs
and functional words. In each part the lexical forms are mapped to the senses related
to them, in this way it is possible to cluster words which share a particular meaning
(synonyms) and to create the basic component of the resource: the synset. Each
synset is connected in a network to other synsets which have a semantic relation
with it.

The relations in WordNet are: hyponymy, hypernymy, antonymy, meronymy
and holonymy. Hyponymy gives the relations from more general concepts to more
specific; hypernymy gives the relations from particular concepts to more general;
antonymy relates two concepts which have an opposite meaning; meronymy connects
the concept which is part of a given concept with it; and holonymy relates a concept
with its constituents. Furthermore, each synset is associated to a definition and gives
the morphological relations of the word forms related to it. Given the popularity of
the resource many parallel project have been developed. One of them is eXtended
WordNet [126] which gives a parsed version of the glosses together with their logical
form and the disambiguation of the term in it.
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We have used this resource to compute similarity and relatedness measures in
order to construct the payoff matrices of the games. The computation of the sense
similarity measures is generally conducted using relations of likeness such as the
1s-a relation in a taxonomy; on the other hand the relatedness measures are more
general and take in account a wider range of relations such as the is-a-part-of or
is-the-opposite-of.

The similarity measure which we used are the wup similarity [127] and the jen
measure [128]. These measure are based on the structural organization of WordNet
and compute the similarity among two senses s;, s; according to the depth of the
two sense in the lexical database and that of the most specific ancestor node, msa,
of the two senses. The wup similarity, described in equation (2.8), takes into ac-
count only the path length among two concepts. The jen measure combines corpus
statistics and structural properties of a knowledge base. It is computed as presented
in equation (2.9), where IC' is the information content of a concept ¢ derived from
a corpus’ and computed as IC(c) = log~' P(c).

SSIMuup(Si, $;) = 2 % depth(msa)/(depth(s;) + depth(s;)) (2.8)

$8iMjen (84, 55) = 1C(s1) + 1C(s9) — 21C (msa) (2.9)

The semantic relatedness measures, which we used, are based on the computation
of the similarity among the definitions of two concepts in a lexical database. These
definitions are derived from the glosses of the synsets in WordNet. They are used
to construct a co-occurrence vector v, = (wu,wg,i...wn’i) for each concept 7, with
a bag-of-words approach where w represents the number of times word w occur in
the gloss and n is the total number of different words (types) in the corpus'®. This
representation allows to project each vector into a vector space where it is possible
to conduct different kind of computations. For our experiments, we decided to
calculate the similarity among two glosses using the cosine distance among two
vectors as shown in equation (2.10), where the nominator is the intersection of the
words in the two glosses and ||v|| is the norm of the vectors, which is calculated as:

V Z?:l w;.

cos—2i i

[wil 1]

This measure gives the cosine of the angle between the two vectors and in our case

returns values ranging from 0 to 1 because the values in the co-occurrence vectors

are all positive. Given the fact that small cosine distances indicate an high similarity
we transform this distance measure into a similarity measure with 1 — cos(v;, v;).

The procedure to compute the semantic similarity among two synsets has been

introduced by Patwardhan and Pedersen [112] as Gloss Vector measure and we used

(2.10)

9We used the IC files computed on SemCor [80] for the experiments in this article. They are
available at http://wn-similarity.sourceforge.net and are mapped to the corresponding version of
WordNet of each dataset.

19Tn our case the corpus is composed of all the WordNet glosses.



42 2. Word Sense Disambiguation Games

it with six different variations for our experiments. The six variations are named:
tf-idf, tf-idfey, tf-idfs, vec, vecey, and vecs. The difference among them relies on
the way the gloss vectors are constructed. Since the synset gloss is usually short we
used the concept of super-gloss as in [112] to construct the vector of each synset.
A super-gloss is the concatenation of the gloss of the synset plus the glosses of the
synsets which are connected to it via some WordNet relations [129]. Specifically
the different implementations of the vector construction vary on: the way in which
the co-occurrence is calculated, the corpus used and the source of the relations.
tf-idf constructs the co-occurrence vectors exploiting the term frequency - inverse
document frequency weighting schema (tf-idf). It uses the same WordNet version of
the dataset and only the relations in WordNet. tf-idf.,; uses the same information of
tf-idf plus the relations derived from eXtended WordNet [126]. tf-idf; is equivalent
to tf-idf but uses a different knowledge base: WordNet 3.0. vec employs the same
WordNet version of the dataset on which it is used and the computation of the
co-occurrence is computed with a standard BoW approach. wvec.,; uses the same
information of vec plus the relations from eXtended WordNet. vecs are the same of
vec, but the synsets are mapped on WordNet version 3.0.

Instead of considering only the raw frequency of terms in documents, the tf-idf
method, scales the importance of less informative terms taking into account the
number of documents in which a term occur. Formally, it is the product of two
statistics: the term frequency and the inverse document frequency. The former is
computed as the number of times a term occur in a document (gloss in our case),
the latter is computed as idf; = log d—%, where N is the number of documents in the
corpus and df; is the number of documents in which the term occurs.

2.5.1.2.2 Semantic measure calculated with BabelNet and NASARI Ba-
belNet [96] is a wide-coverage multilingual semantic network. It integrates lexico-
graphic and encyclopedic knowledge from WordNet and Wikipedia, automatically
mapping the concepts shared by the two knowledge bases. This mapping generates
a semantic network where millions of concepts are lexicalized in different languages.
Furthermore, it allows to link named entities, such as Johann Sebastian Bach and
concepts, such as composer and organist.

BabelNet can be represented as a labeled direct graph G = (V) E) where V' is
the set of nodes (concepts or named entities) and E C V x R x V is the set of
edges connecting pairs of concepts or named entities. The edges are labeled with a
semantic relation from R, such as: is-a, given name or occupation. Each node v € V
contains a set of lexicalizations of the concept for different languages, which forms
a BabelNet synset.

The semantic measure, which we developed using BabelNet, is based on NASARI!!
[130], a semantic representation of the concepts and named entities in BabelNet.
This approach first exploits the BabelNet network to find the set of related concepts

HThe resource is available at http://lcl.uniromal.it/nasari/
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in WordNet and Wikipedia and then constructs two vectors to construct a semantic
representation of a concept b. These representations are projected in two different
semantic spaces, one based on words and the other on synsets. The descriptions
of the related concepts are used to construct a word representation of b, then it
is used lexical specificity'? [131] in order to extract the most representative words
to construct the first vector and the most representative synsets to construct the
second vector.

In this article, we computed the similarity among two senses using the vectors
(of the word-based semantic space) provided by NASARI. These semantic repre-
sentations provide for each sense the set of words which best represent e particular
concept and the score of representativeness of each word. From this representation
we computed the pairwise cosine similarity between each concept as described in
the previous section for the semantic relatedness measures.

The use of NASARI is particularly useful in case of named entity disambiguation,
since it includes many entities which are not included in WordNet. To the other
hand, it is difficult to use it in all-words sense disambiguation tasks, since it includes
only WordNet synsets which are mapped to Wikipedia pages in BabelNet. For this
reason it is not possible to find the semantic representation for many verbs, adjectives
and adverbs, which is common to find in all-words sense disambiguation tasks.

2.5.1.3 From similarities to payoffs

The similarity and relatedness measures are computed for all the senses of the words
to be disambiguated. From this computation it is possible to obtain a similarity
matrix Z, which incorporates the pairwise similarity among all the possible senses.
This computation could have heavy computational cost, if there are many words to
be disambiguated. To overcome this issue, the pairwise similarities can be computed
just one time on the entire knowledge base and used in actual situations, reducing
the computational cost of the algorithm. From Z we can obtain the partial semantic
similarity matrix for each pair of player, Z;; = m x n, where m and n are the senses
of i and 7 in Z.

In a previous work [78] we did not use this information, instead we used labeled
data points to propagate the class membership information over the graph. In this
new version the use of the semantic information made the algorithm completely
unsupervised.

2.5.1.4 Strategy space implementation

Once the pairwise similarities between the words and their senses, stored in the two
matrices W and Z, are obtained, we can begin to describe the strategy space of
each player. It can be initialized with equation (2.11) which follows the constraints
described in Section 1.2 and assigns to each sense an equal probability.

12A statistical measure based on the hypergeometric distribution over word frequencies.
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(2.11)

|M;|~1, if sense j is in M;.
Sij = .
0, otherwise.

This initialization is used in the case of unsupervised WSD since it does not use any
prior knowledge about the senses distribution, In case we want to exploit information
from prior knowledge, obtained from sense labeled data, we can assign to each sense
a probability according with its rank, concentrating a higher probability on senses
which have a high frequency. To model this kind of scenario we used a geometric
distribution which gives us a decreasing probability distribution. In equation (2.12)
we defined this new initialization as follows,

o = {p(l —p)7, if sense j is in M;. (2.12)

0, otherwise.

where p is the parameter of the geometric distribution and determines the scale or
statistical dispersion of the probability distribution, and r; is the rank of sense j
which ranges from 1, the rank of the most common sense, to m, the rank of the
least frequent sense. Finally, the vector obtained from equation (2.12) is divided by
> jes, bjin order to make the probabilities add up to 1. In our experiments, we used
the ranked system provided by the Natural Language Toolkit (version 3.0) [132] to
rank the senses associated with each word to be disambiguated. Natural Language
Toolkit is a suite of modules and data sets, covering symbolic and statistical NLP. It
includes a WordNet reader which can be queried with a lemma and a part of speech
to obtain the list of possible sysnets associated with the specified lemma and a part
of speech. The returned synsets are listed in decreasing order of frequency and can
be used as ranking system by our algorithm.

2.5.2 Experiments with an unsupervised setting

Tables 2.1, 2.2, 2.3, 2.4 show the results for the datasets SE07, SEOTFG, S3 and S2
respectively. In these experiments, we used the distributional and semantic simi-
larities described in Section 2.5.1. We recall that the distributional similarities are
computed over the target words using the BNC corpus [25], to weight the similarity
graph W and that the semantic similarities are computed over the senses, using a
different version of WordNet, to calculate the payoff matrix Z, in order to measure
the strength of compatibility between the senses of two words which are involved in
a game.

From these series of experiments we can see how different combinations of mea-
sures affect the results. The aim of the experiment is to discover what is the com-
bination of measures which performs better. From Table 2.5 we can see that on
average the combination of measures with the best performance is mdice and ¢ fidf.
This combination has the higher arithmetic mean and in two datasets (SE07 and
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dice mdice pmi t-score z-score odds-r chi-s chi-s-c
tfidf 80.2 80.3 750 777 78.3 79.2 731 795
tfidfe,, 777 T4 733 T73.3 75.9 7.3 715 774
tfidfs 79.5 793 743 777 78.2 78.7 727 79.2
vec 80.2 80.3 745 774 79.0 79.1  73.0 79.2
VECeyt 75.0 755 722 723 75.1 75.5  70.1 757
vecs 79.1 787 739 757 77.8 783 714 784
wup 60.9 60.2 551 624 62.8 61.4 61.0 62.0
jen 39.5 389 358 409 42.0 429 394 429

Table 2.1: Results as F'1 for SEQ7.

S3) it gives the best results. In S2 the best distributional similarity measures are
odds-r and hi-s-c. In SEOTFG the semantic measure which performs better is the
vec whereas the distributional similarity with highest values is z-score.

It is important to note that the best results are given by semantic measures
computed over the WordNet glosses. In particular, the best measures are those
computed extracting the glosses from the same WordNet version of the dataset.
However, when the synsets are mapped to WordNet 3.0 the semantic measures
achieve lower results. Probably due to some errors in the mapping schema which
we adopted for the computation of the measures tf-idf; and vec,,;, as reported by
Agirre et al. [61]. It has been observed that, in none of the tested datasets these
measures have performed better than the measures computed on the same WordNet
version of the dataset. The same behavior can be observed for the measures which
employed eXtended WordNet [126] ( tf-idf.,; and vecs), since it is required to map
each synset to WordNet 2.0 in order to use this resource.

The semantic measures with the worst performance are wup and jen. The reason
why these measures are not suited for our model is that they can be computed only
on synsets which have the same part of speech. This limitation has affected the
results of our system because without a payoff matrix the games played between
two words with different parts of speech have no effect on the dynamics of the
system, since their values are zeros. This affects the performance of our system in
terms of recall, since many words in the dataset can not be calculated, they tend to
remain on the central point of the simplex.

The distributional measure with the best performance is mdice. On average,
it performs better than any other semantic measures in association with all the
semantic measure which we have used. The measure with the worst performance is
pmi. This can be explained given the fact that pm: tends to takes high values when
one word in the collocation has low frequency. This behavior does not imply high
dependency and therefore can compromise the results of the games.
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dice mdice pmi t-score z-score odds-r chi-s chi-s-c

tfidf ~ 42.9 433 38.1 442 453 433 413  43.7
tfidf,e 429 429 374 431 446 433 407  45.1
tfidfs; 424 42.0 38.6 442 453 433 422 444
vec 46.4 462 399 453  46.8 462 426 462
veco,; 453 457 37.3 420 442 437 415 444
vecs 46.6 459 405 451 464 455 435 462
wup 34.0 342 284 337 341 328 369 33.0
jen 16.7 157 180 167 162 171 171 17.7

Table 2.2: Results as F1 for SEQTFG.

dice mdice pmi t-score z-score odds-r chi-s chi-s-c

tfidf 585 59.1 49.8 56.7  56.7  57.9 553 58.3
tfidf.y 561 56.6 48.1 53.2 551 550 517  55.7
tfidfs 580 581 50.7 558 563 576 550 57.6
vec 575 57.6 519 532 555  56.7 53.3  56.3
vecey; 523 52.6  46.9 480  50.2 518 486  52.3
vees  57.2 565 50.8 531 549 565 527 565
wup  44.6 449 386 452 454 453 436 454
jen 26.7 271 273 272 267 263 282  27.0

Table 2.3: Results as F1 for SE3.

dice mdice pmi t-score z-score odds-r chi-s chi-s-c

tfidf 60.2 612 578 61.0 61.1 61.9 60.3 61.9
tfidfe,; 574 57.1 552  56.2 o7.1 7.2 564 574
tfidfs  59.3 59.3 574  60.1 59.7 59.8  59.5  59.9
vec 58.4 594 56.7 59.2 28.9 29.0 59.5 589
VeCeyr  04.6 551  B51.8 527 04.3 545 53,5 54.6
vecs 57.6 57.7 557 571 27.6 o074 573 574
wup 43.5 429 428 449 43.3 43.2 437 432
jen 33.0 332 355 346 32.7 33.1 342 341

Table 2.4: Results as F1 for SE2.
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dice mdice pmi t-score z-score odds-r chi-s chi-s-c
tfidf 60.5 61.0 552 59.9 60.4 60.6  57.5  60.9
tfidfe,s 585 585 53.5  56.5 58.2 58.2  55.1 589
tfidfs  59.8 59.7 55.3 594 59.9 59.8 574  60.3
vec 60.6 60.9 55.8 588 60.1 60.2 57.1  60.1
VeCeyy  H6.8 572 52.0 538 56.0 56.4 534  56.7
vecs 60.1 59.7 55.2  5H7.8 59.2 59.4  56.2  59.6
wup 45.8 456 41.2  46.6 46.4 45.7  46.3 459
jen 29.0 28.7 29.1 299 29.4 299 29.7 304

Table 2.5: Average results as F1 for SE07, SEOTFG, SE3, SE2.

2.5.3 Experiments with a semi-supervised setting

Once discovered the combination of measures with best results, we conducted a
different series of experiments in order to test the performance of our system with a
semi-supervised setting. As we introduced in Section 2.4.1.2 and 2.5.1.4 the strategy
space of our system can be initialized with a uniform distribution in unsupervised
setting or can use the information about the frequencies of the synsets derived from
sense labeled corpora, in semi-supervised setting. In the latter setting the dynamics
of the system can be initialized assigning a higher probability to senses which appear
more frequently in a corpus and a lower probability to unfrequent senses in semi-
supervised setting.

The first experiment with this new approach aims at discovering the best value
for the parameter p which determines the decrease of the probabilities associated
with the ranked senses. We have done this experiment keeping fixed the combination
of similarity measures which we have discovered with our first series of experiments
and changing the values of p, in the interval [0.05,0.95]. Figure 2.5 shows that the
performance for the fine grained datasets (SEOTFG, S3 and S2) increases with values
of p between 0.05 and 0.5. With higher values of p the results tend to regularize
or to decrease slightly. The best results for the fine grained dataset reaches values
of p between 0.4 and 0.5. For the coarse grained dataset we can observe a different
behavior. In fact, the results in this case tend to decrease with increasing values of p.
This phenomenon can be explained by the fact that the coarse grained dataset has
a different structure which maps each word to a cluster of senses and not to a single
sense as in the fine grained case. For this reason concentrating the probabilities
according to the rank of the single senses is not effective in this case. Furthermore,
for this dataset our system is able to obtain results which are higher than the
results which can be obtained using the most frequent sense heuristic; and also for
this reason, the use of information derived from sense labeled corpora does help to
increase the performance of the system; to the contrary, it makes the results worse.



48 2. Word Sense Disambiguation Games

80

75

70~

D B5 e es B e s B A R L R
x
60 - : : : : : : : -

ssk : : : o SO e e ]

50 Sl e I .......... SRR e oo [ e frreereees o

p rates

Figure 2.5: Results as F1 on SE07, SEOTFG, S3 and S2 with changing values of the
p parameter.

Employing a semi-supervised setting is beneficial for the fine grained dataset.
The results for these datasets are always higher than the results obtained with the
unsupervised setting, whatever is the value taken by the p parameter. From Figure
2.5 we can also see that the variance in the results of the three fine grained datasets
is low. To the contrary, the results of the coarse grained dataset are always lower
than the results obtained without the use of prior knowledge. The experiments
for this dataset show that only with low values of p it is possible to obtain good
performance. In fact, as we can see with values of p greater than 0.25 the results tend
to decrease. This behavior confirms that the use of prior knowledge is not effective
when the performance of the unsupervised system is well above the performance of
the most frequent sense heuristic, as it is shown in the next section.

2.5.4 Detailed results

Table 2.6 shows the detailed results as F1 for the four datasets which we used for
the experiments. The table includes the results for the two implementation of our
system: the unsupervised and the semi-supervised and the results obtained using
the most frequent sense heuristic. For the computation of the most frequent sense we
assigned to each word to be disambiguated the first sense returned by the WordNet
reader provided by the Natural Language Toolkit (version 3.0) [132]. As we can see
the best performance of our system are obtained on nouns, on all the datasets. This
is in line with the state-of-the-art systems because in general the nouns have lower
polysemy and higher inter-annotator agreement [113]. Furthermore, our method is
particularly suited for nouns. In fact, the disambiguation of nouns benefits from a
wide context and local collocations [133].

We obtained low results on verbs, on all datasets. This, as pointed out by Dang
[134], is a common problem not only for supervised and unsupervised WSD systems
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but also for humans which in many cases disagree about what constitutes a different
sense for a polysemous verb, compromising the sense tagging procedure.

As we have anticipated in the previous section, the use of prior knowledge is
beneficial in case of fine grained WSD. As we can see in Table 2.6 using a semi-
supervised setting improves the results of 5% on S2 and S3 and of 12% on SEOTFG.
The big improvement obtained on SEOTFG can be explained by the fact that the
results of the unsupervised system are well below the most frequent sense heuristic,
so exploiting the evidence from sense labeled dataset is beneficial. To the contrary,
the results obtained for SE07 with a semi-supervised setting are below those of
the unsupervised systems and this because the structure of the datasets is different
and also because the results obtained with the unsupervised setting are well above
the most frequent sense.Finally, these series of experiments show that our system
performs better than the most common sense heuristic on all datasets and this with
the support of prior knowledge.

2.5.5 Comparison to state-of-the-art algorithms

Table 2.7 shows the results of our system and the results obtained by state-of-
the-art systems on the same datasets. We compared our method with supervised,
unsupervised and semi-supervised system on four datasets. The supervised systems
are It makes sense [49] (Zhong10), an open source WSD system based on support
vector machines [135]; and the best system which participated to each competition
(Best). The semi-supervised systems are: IRST-DDD-00 [136], based on WordNet
domains and on manually annotated domain corpora; MFS which corresponds to the
most frequent sense heuristic implemented using the WordNet corpus reader of the
natural language toolkit; MRF-LP based on Markov random field [66]; Nav05 [52]
a knowledge based method which exploits manually disambiguated word senses to
enrich the knowledge base relations; PP Ry, [61] a random walk method which uses
contextual information and prior knowledge about senses distribution to compute
the most important sense in a network given a specific word and its context. The
unsupervised systems are: Navl0, a graph based WSD algorithm which exploits
connectivity measures to determine the most important node in the graph composed
by all the senses of the words in a sentence; and a version of the PPR,5,, algorithm
which does not use sense tagged resources.

The results shows that our unsupervised system performs better than any other
unsupervised algorithm in all datasets. In SEO7 and SEOTFG the difference is min-
imal compared with PPR, 2, and Nav10, respectively; in S8 and S2 the difference
is more substantial compared to both unsupervised systems. Furthermore, the per-
formance of our system is more stable on the four datasets, showing a constant
improvement on the state-of-the-art.

The comparison with semi supervised systems shows that our system performs
always better than the most frequent sense heuristic when we use information from
sense labeled corpora. We can note a strange behavior on SE07, when we use prior
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SemEval 2007 coarse grained - SEQ7
Method All N \Y% A R
WSDuns 80.3 85.5 712 81.5 76.0

games

WSsDhgswe 776 779 71.2 83.1 85.1

games

MFS 76.3 76.0 70.1 82.0 86.0

SemEval 2007 fine grained - SEOTFG
Method All N \Y A R
WSDuns 43.3 49.7 399 - -

games

WSDzswe - 56.5 629 53.0 - -

games

MFS 54.7 604 51.7 - -

Senseval 3 fine grained - S3
Method All N \Y A R
WSDuns 59.1 63.3 50.7 64.5 714

games
WSDw. . 64.6 703 541 70.7 857
MFS 628 69.3 514 68.2 100.0

Senseval 2 fine grained - S2
Method Al N \Y A R
WSDuns 61.2 67.7 41.0 62.8 64.8

games
WSDw . 65.8 723 433 720 748
MFS 65.6 721 424 T71.6 76.1

Table 2.6: Detailed results as F1 for the four datasets studied with #f-idf and mdice
as measures. The results show the performance of our unsupervised (uns) and semi-
supervised (ssup) system and the results obtained employing the most frequent sense
heuristic (MFS). Detailed information about the performance of the systems on

different part of speech are provided: nouns (N), verbs (V), adjectives (A), adverbs
(R).
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SE07 SEO07 (N) SEOTFG  S3  S2

Nav10"s 431 529
PPRns. 80.1  83.6 417 579 59.7
WSDuns 80.3  85.4 43.3  59.1 61.2
IRST-DDD-00%" 58.3

MFSesur 763 774 547 628 65.6
MRF-LPssvp 50.6 586 60.5
Nav05*su» 83.2 841 60.4

PPR 814 821 486 630 62.6
wsDssur 776 779 56.5 64.6 65.8
Bestsp 825 823 59.1 652 68.6
Zhong10%*? 82.6 583  67.6 68.2

Table 2.7: Comparison with state-of-the-art algorithms: unsupervised (uns), semisu-
pervised (ssup) and supervised (sup). MFS refers to the MFS heuristic computed
on SemCor on each dataset and BEST refers to the best supervised system for each
competition. The results are provided as F'1.
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knowledge the performance of our semi-supervised system are lower than our unsu-
pervised system and state-of-the-art. This is because on this dataset the performance
of our unsupervised system are better than the results than can be achieved by using
labeled data to initialize the strategy space of the semi supervised system. On the
other three datasets we can note a substantial improvement in the performance of
our system, with stable results higher than state-of-the-art systems.

Finally we can note that the results of our semi supervised system, on the fine
grained datasets, are close to the performance of state-of-the-art supervised systems,
with values in average below of 2.8%. We can also note that the performance of our
unsupervised system on the nouns of the SE07 dataset are higher than the results
of the supervised systems.

2.5.6 Experiments with BabelNet

For the experiments on the Entity Linking datasets we used BabelNet to collect the
sense inventories of each word to be disambiguated, the m — dice measure to weight
the graph W and NASARI to obtain the semantic representation of each sense.
The similarity among the representation obtained with this resource are computed
using the cosine similarity measure, described in Section 2.5.1.2. The only differ-
ences with the experiments presented in Section 2.5.2 are that we used BabelNet as
knowledge base and NASARI as resource to collect the sense representations instead
of WordNet.

S13 consists of 13 documents in different domains, available in 5 languages (we
used only English). All the nouns in these texts are annotated using BabelNet, with
a total number of 1931 entities to be disambiguated (English dataset). KORE50
consists of 50 short English sentences with a total number of 144 mentions man-
ually annotated using YAGO2 [137]. We used the mapping between YAGO2 and
Wikipedia to obtain for each mention the corresponding BabelNet concept, since
there exists a mapping between Wikipedia and BabelNet. This dataset contains
highly ambiguous mentions, which is difficult to capture without the use of a large
and well organized knowledge base. In fact, the mentions are not explicit and require
the use of common knowledge to identify their intended meaning.

The results of these experiments are shown in Table 2.8, where it is possible
to see that the performances of our system are close to the results obtained with
Babelfy on S13 and substantially higher on KORE50. This is because with our
approach it is necessary to respect the textual coherence, which is required when a
sentence contains an high level of ambiguity, such as those proposed by KORE50.
To the contrary, PPR,5, performs poorly on the same dataset. This because, as
attested in [95], it disambiguates the words independently, without imposing any
consistency requirements.

The good performances of our approach are also due to the good semantic rep-
resentations provided by NASARI, in fact, it is able to exploit a richer source of
information, Wikipedia, which provides a larger coverage and a wider source of
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S13  KORE5’0
WSDgames 70.8 75.7
Babelfy 69.2 71.5
SUDOKU 66.3 -

MFS 66.5 -
PPR o0 60.8 -
KORE 63.9

GETALP  58.3 -

Table 2.8: Comparison with state-of-the-art algorithms on Entity Linking. The
results are provided as F1 for S13 and as accuracy for KORESO0.

information than WordNet alone.

2.6 Conclusions

In this chapter we have introduced a new method for WSD based on game theory.
We have provided an extensive introduction on the WSD task and explained the
motivations behind the choice to model, the WSD problem as a constraint satisfac-
tion problem. We have conducted an extensive series of experiments to find out the
combination of similarity measures which performs better in our framework. We
have also evaluated our system with two different implementation and compared
our results with state-of-the-art systems, for WSD and Entity Linking.

Our method can be considered as a continuation of knowledge based, graph
based and similarity based approaches. We used the methodologies of these three
approaches combined in a game theoretic framework. This model is used to per-
form a consistent labeling of senses. In our model we try to maximize the textual
coherence imposing that the meaning of each word in a text must be related to the
meaning of the other words in the text. To do this we exploited distributional and
proximity information to weight the influence that each word has on the others. We
exploited also semantic similarity information to weight the strengths of compatibil-
ity among two senses. This is of great importance because it imposes constraints on
the labeling process, developing a contextual coherence on the assignment of senses.
The application of a game theoretic framework guarantees that these assumptions
are met. Furthermore, the use of the replicator dynamics equation allows to always
find the best labeling assignment.

Our system in addition to have a solid mathematical and linguistic foundation,
has demonstrated to perform well compared with state-of-the-art system and to
be extremely flexible. In fact, it is possible to implement new similarity measures,
graph constructions and strategy space initializations to test it in different scenarios.
It is also possible to use it as completely unsupervised or to use information from
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sense labeled corpora.

The features that make our system competitive, compared with state-of-the-
art systems, are that instead of finding the most important sense in a network to
be associated to the meaning of a single word, our system disambiguates all the
words at the same time taking into account the influence that each word has on
the others and impose to respect the sense compatibility among each sense before
to assign a meaning. We have demonstrated how our system can deal with sense
shifts, where a centrality algorithm which tries to find the most important sense
in a network can be deceived by the context. In our case weighting the context
ensures to respect the syntactic structure of a sentence and to disambiguate each
word according to the syntactical context in which it appears. This is because the
meaning of a word in a sentence does not depend on all the words contained in the
sentence but only on those which share a syntactical relation and those with which
enjoy a high distributional similarity.
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3.1 Introduction

This chapter is about document clustering, which is a subset of the larger field of
cluster analysis (or clustering). Cluster analysis is an unsupervised learning task
which consists in partitioning a set of objects into groups called clusters [138]. In
document clustering the objects, which have to be grouped, are textual documents,
such as: books, web pages, tweets, news, emails, etc.. This operation is aimed at
organizing documents automatically. It is particularly useful in this period, charac-
terized by a pervasive use of information communications technologies. In fact, the
use of social networks and the internet, by a large audience, is increasing the amount
of data to handle. It helps to develop browsing mechanisms and knowledge manage-
ment systems, trying to organize things in a way similar to that used by humans,
taking into account similarities and differences between objects and organizing them
accordingly.

From a cognitive perspective, clustering can be considered as one of the earliest
abilities developed by human beings [139]. In fact, it is required by more specific
abilities, such as, the construction of basic units of knowledge and the development
of social skills [140]. All these activities require the ability to discover similarities and
differences among objects or patterns, in order to mentally organize and categorize
the reality.

Clustering can be related to categorization, the task of organizing objects into
classes. It starts with the recognition of similar features and organizes similar objects
in the same class. The main difference among these two tasks is that when the
categorization is performed, the number of categories, in which the objects to be
categorized have to be placed, is given and also some correlations between objects
and classes are provided, whereas in clustering this information has to be discovered.

Categorization has a long history, it was first introduced in the context of western
philosophy by Plato, who defined it as the task of grouping objects with similar
properties. Aristotle systematized this idea proposing an enumeration of the most
general kinds (categories) into which the objects of the world can be divided. The
aristotelian categorization system can be interpreted as a taxonomy of the reality.
In this framework, the categories are characterized by a set of properties which have
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to be completely owned by an object in order to be inserted into a particular class.
Another important characteristic of this categorization system is that the classes
are mutually exclusive.

A more recent approach to this task, called prototype theory, has been proposed
by Eleanor Rosch [141]. Within this interpretation, the objects are grouped together
according to prototypes. The difference with the classical approach is that in this
framework an object falls into a category if it has a certain number of properties.
Another important difference is that in this framework concepts (categories) have a
probabilistic structure which describes its relevant properties (conceptual cores).

The theoretical formulation of the classification problem, proposed by Rosh
[142, 141], is in line with modern approaches to clustering, in which each object
is represented as a set of features. This feature set determines the structure of
the clusters and each object is inserted in the cluster which has a feature structure
similar to it.

The aim of clustering is the same as categorization and relies on the discovery of
natural groupings. The only difference is that in clustering the categorical structure
of the objects to be clustered must be induced and depends on the features of the
objects to be clustered. For this reason, an approach which is able to discover non
trivial structures in the data, able to discriminate among many different grouping,
is required.

In this chapter we evaluate different game theoretic methods to perform doc-
ument clustering. We show what the advantages are of using a game theoretic
framework for document clustering, highlighting the differences with state-of-the-
art methods. We will describe the problems encountered and will propose new
solutions to deal with these problems.

3.2 Clustering

Clustering can be defined as an unsupervised classification of patterns [143]. Tt
consists in the recognition of data items which by means of some similarity criterion
can be grouped together and can be considered separated by the rest of the data.
Each group is classified with a different label, which identifies a specific cluster
(category) of objects. A cluster can be described as a maximally coherent set of
data items. The data items must satisfy an internal criterion which imposes that all
elements belonging to a cluster must be highly similar to each other and an external
criterion which imposes that all items belonging to different clusters must be highly
dissimilar [138].

The earliest application of clustering methods was introduced in the field of
cultural anthropology, with studies aimed at discovering affinities among different
cultures and at organizing them accordingly [144]. These studies investigate the
relationship among tribes, comparing the presence or the absence of some traits in
different tribes.
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Figure 3.1: The vertical axis indicates the frequency of the two expressions:
clusteranalysis, in the English scientific literature, as collected by Google. The
horizontal axis indicates the year of the measurements.

The term cluster analysis was introduced by Robert Tryon, a behavioral psy-
chologist, in 1939 [145]. He is famous for his studies on hereditary trait inheritance,
conducted through laboratory intelligence tests on rats. He introduced a mathemat-
ical procedure for organizing objects, based on similarity measurements stored in a
correlation matrix, an archetypal form of clustering, performed computing manually
the factor analysis of the correlation matrix. He introduced a procedure in which
the observations are first collected into two groups and then these two groups are
partitioned again and again until each observation forms a group by itself. This
approach can be considered a progenitor of modern hierarchical clustering. During
the same period, also in the psychology field, it has been published a seminal work
on personality classification, with the help of clustering notions [146].

As shown in Figure 3.1, even if the concept of clustering analysis was introduced
in the 1930’s, it is only during the 1960’s, that the studies on clustering started
to become popular, attracting the attention of the scientific community. One of
the most important works of this period was published by Sokal and Sneath, in
1963 [147]. In this study the authors show how it is possible to create a taxonomy
using cluster analysis instead of using a subjective evaluation of the properties of
the objects to be organized. This work emphasized the utility of automatic methods
for the analysis of data and since this work, clustering analysis has been used in
different fields, from biology to medicine, from engineering to economics, and social
sciences.

3.2.1 The Clustering Model

Formally, given a set of input data X = {z;, ..., x,}, where z; = {21, ..., T} € R?
where each element z;; is a measure (feature or dimension) relative to pattern 7, the
aim of hard clustering models is to find a K-partition, C' = C4,...,Ck of X, such
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that,
1. Ci#0,i=1,.., K;
2. UK. C; = X;
3. CinCyj=0,i,j=1,...,K and i # j;

Within this formulation each pattern is allowed to belong to one cluster. To the
contrary, in fuzzy clustering it is produced an association matrix W = W, €
0,1,i=1,...,n,j = 1,..., K, whose elements w; ; indicate the degree to which each
pattern ¢ belongs to cluster k.

Clustering process is composed of several steps:

1. sample

2. feature extraction

3. pattern (dis)-similarity computation

4. clustering algorithm implementation/choice
5. cluster validation

6. results interpretation

The first step of the process regards the construction of the dataset to cluster,
which consists in the sampling of a set X = {x;,...,x,} of n entities. From this
sample (dataset), the feature extraction has to be conducted. It consists in the
representation of the entities as a set of features. Different kinds of data have
different measurement techniques and different data representation, for this task.
When the measurements has been conducted, the feature selection is conducted.
This process consists in selecting the features which better describe the dataset.
Once the dataset is defined and the data are represented, it is necessary to select a
function able to measure the (dis)-similarity among the patterns, also here, different
kinds of data have different (dis)-similarity. Almost all clustering algorithms are
based on similarity /proximity measures [148]. Also in this step, there are different
measures for different kind of data. For example, for textual data the cosine distance
is used, whereas for image data the euclidean distance is one of the most popular
measure. Usually, in this step the data are represented as an n x n matrix, called
proximity /similarity matrix, whose (i, j) elements represent the pairwise similarity
or dissimilarity among pattern ¢ and j.

Clustering algorithm implementation/choice depends on the problem at hand.
In fact, it does not exists a general framework for clustering and many algorithms
have been proposed during the years to solve different problems. Cluster validation
refers to the analysis of the clustering produced by different algorithms or by the
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same algorithm using different parameter values (parameter tuning). The last step
regards results interpretation. During this step the results are validated against a
benchmark. It is also possible to consult an expert in the field of the problem at
hand to interpret the data partition.

3.2.2 Clustering Methods

Clustering algorithms can be classified into two different groups: hierarchical clus-
tering and partitional clustering. This distinction takes into account the structure
of the clusters which these two approaches produce. In hierarchical clustering the
clusters produced form a tree-like structure, in which a cluster can be included in
another. In partitional clustering the objects are divided into some pre-specified
number of clusters without the hierarchical structure [148].

In this chapter we will focus on partitional clustering. One of the most pop-
ular algorithm for partitional clustering is K-means. This algorithm assigns each
observation to the cluster with the nearest mean. In its basic formulation, it selects
randomly the k£ means from the samples, then these points serve as prototypes for
each cluster and the partitions are performed according to this initialization. Af-
ter the partitioning is performed, the algorithm recalculates the cluster prototypes,
according to the partition obtained in the previous step. The samples are then as-
sociated to new clusters, considering the new prototypes. These steps of selection
and partitioning, are repeated until there is no change in the assignments.

The function which k-means tries to minimize is the following,

K
argcmin Z Z |z — il |? (3.1)

i=1 z€C;
where p; is the mean of points in 5;. The k-means algorithm is very simple and
efficient, one problem is that it is difficult to identify the initial partition. A choice
which is very important because it leads the algorithm to very different final parti-
tioning.

Another important group of clustering algorithms is characterized by approaches
based on graph theoretic models. Within this framework, we have a graph G =
(V,E,w), where V' = {1,...,,n} are the nodes of the graph, which represent the
samples, ¥ = V x V is the edge set of the graph, in which the graph connections
are stored and w : E — R* is the (positive) weight function, which encodes the
proximity /similarity information among nodes. In its basic representation, the graph
G is reduced to its undirected and unweighted form, according to Equation 3.2.

1, if D(z;,x;) < dp.

Dij = . (37 . xj) ° (3-2)
0, otherwise.

Where dj is a threshold value, which ensures that only relevant proximity measures

are taken into account. In this case the problem of clustering is reduced to the prob-
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lem of finding maximally connected subgraphs (components) or maximally complete
subgraphs (cliques) [148]. Other approaches use weighted graphs to represent the
data and exploit different graph-theoretic concepts to find good partitioning, such
as minimum spanning tree [149] or minimum cut [150]. However, these models are
not able to find maximal cliques with this representation, because this operation
has been generalized only on unweighted graphs. The capacity to find maximal
cliques is desirable in many cases, because it has been pointed out in [151, 152] that
the concept of maximal clique is the strictest definition of a cluster. An algorithm
which has generalized the notion of maximal cliques is the dominant set clustering
algorithm [5]. Such an algorithm is used in this chapter and will be described in
Section 3.4.

A different branch of research on clustering is based assumes that the data to
be clustered are part of some unobserved probability distribution. The algorithms
developed around this assumption are based on a generative model and are used
to find a clustering that best agrees with the underlying model. In the field of
document clustering there are several approaches, which are based on probabilist
models. They differ in the distribution used to model the data and use an ex-
pectation—maximization algorithm to learn the parameter required to generate the
distribution.

3.3 Document clustering

Document clustering is a particular kind of clustering which involves textual data.
The objects to be clustered can have different characteristics, varying in length and
content. The most popular applications of document clustering aims at organizing
tweets [153], news [154], novels [155], medical documents [156] etc.. It is a funda-
mental task in text mining, with different applications which span from document
organization to language modeling [157].

The most important challenge for this task lies in the sparsity and the high
dimensionality of text data [158]. This is due to the bag-of-words (BoW) model,
which is commonly used in NLP and Information Retrieval to represent texts. BoW
is a model which represents each document, in a text collection as a vector, which
is indexed according to the vocabulary of the corpus. The vocabulary of the corpus
is represented as the set of unique words, which appear in a text collection. BoW
does not take into account grammar or word ordering; it just records in each entry
of the vectors the presence, the count or the frequency of a determined word.

The BoW representation can be described in matrix format. To develop such
representation, is constructed a D xT matrix C', where D is the number of documents
in the corpus and 7" the number of elements in the vocabulary of the corpus. This
kind of representation is called document-term matriz, its rows are indexed by the
documents and its columns by the vocabulary terms. Each cell of the matrix ¢ f(d, t),
indicates the frequency of the term ¢ in document d.
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This representation can lead to a high dimensional space. In fact, as the Zipf’s
law indicates [159, 160], the vocabulary size increases as corpus size increases. An
important consequence of the BoW model is the sparseness of the vectors represent-
ing the documents. In fact, if the vocabulary of the corpus is large or the texts are
short the vectors will have many zero entries, compromising the representation of
the data. Another important aspect which characterizes the BoW model consists
in the fact that it does not incorporate semantic information. For this reason, syn-
onyms are represented as different features. In this case, two documents, which use
different words to express similar concepts, are represented differently. The lack of
semantic information constitutes problems also with the homonyms. In fact, two
documents which use homonyms words to express different concepts, will be treated
as similar.

The sparseness and high number of features, obtained with the BoW approach,
can result in bad representations of the data. This is essentially because it gives the
same importance to all the features and also because it treats in the same manner
documents of different dimension [158]. For these problems the scientific community
has proposed different approaches, which tries to balance the importance of each
feature and to reduce the dimensionality of the feature space.

The documents to be represented by the BoW model are typically preprocessed.
The preprocess starts breaking the stream of each text into elements (usually words)
called tokens. Each token is then converted into a type, which is the base form of a
word, represented by its lemma. Lemmas constitute the elements of the vocabulary
of the corpus and are used as features to describe the texts. Given the fact that
many words in the language have no relevant semantic information (such as articles
or pronouns), these words are not considered as features. It is common to have
a list of these words, called stopwords, and to remove them when the texts are
preprocessed.

Other heuristics can be adopted to remove words which are not good at describing
text. For example, the words which appear in the majority of the documents can
be removed, in fact, their contribution is not beneficial, they are not discriminative.
Another technique which is largely used to smooth the importance of a feature in a
text is the term frequency - inverse document frequency (tf-idf) weighting method
[157]. The basic idea of this method is to give less importance to features which are
shared by many documents. This method takes as input a document-term matrix
C' and update it with the following equation,

tf-idf(d,t) =tf(d,t)- logﬁ (3.3)

where df(d, t) is the number of documents containing the term ¢. Then the vectors
are normalized so that no bias can occur because of the length of the documents.
Tf-idf can give a better representation of the texts but the problems relative to
the lack of semantic information, the high dimensionality and the sparseness of the
matrix remain.
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A method to deal with these problems is called Latent Semantic Analysis (LSA)
[161]. Tt is largely used in the Information Retrieval and NLP community and it is
able to capture semantic information between terms which can be used to measure
the similarity among two documents. It is also able to reduce the dimensionality
of the data representation, concentrating its attentions only on the most important
features.

The semantic information is obtained projecting the documents into a semantic
space, where two documents can be considered similar even if they do not share any
term, but have terms which are semantically related. The relatedness of two terms
can be computed considering the context in which they appear. If two terms have
a similar context, they are considered related, from a distributional semantics point
of view [68].

The advantage in using LSA is that it does not require an external knowledge
base to infer the correlation among terms. Instead, it uses the corpus itself to
find patterns of co-occurrence. On the other side, it is difficult to use it in real
application, since it is required to update the matrices each time new documents
are added to the corpus.

The co-occurrence patterns and the dimensionality reduction are calculated by
means of a Single Value Decomposition (SVD) of the term by documents matrix or
tf-idf matrix. It constructs an approximation of the original matrix, preserving the
similarity among the documents. This technique tries to decompose the term by
document matrix D in:

D=UxV", (3.4)

where ¥ is a diagonal matrix with the same dimensions of D and U and V' are two
orthogonal matrices. The dimensions of the feature space is reduced to k, taking
into account the first k& of the matrices in Equation (3.4).

Dimension reduction is used to merge together terms that have a similar seman-
tics (occur in a similar context), furthermore it is used, as a preliminary process,
to identify and disambiguate terms with multiple meanings and to provide a lower-
dimensional representation of documents that reflects concepts instead of raw terms
[162].

LSA uses spectral decomposition to identify a lower-dimensional representation
that maintains semantic properties of the documents. Once the new representa-
tion is obtained, it is possible to compare the documents, using different proxim-
ity /similarity measures, in a low-dimensional space. With this representation, it is
possible to conduct the analysis of documents at a conceptual level, overcoming the
drawbacks of term-based analysis [162]

Another method for dimension reduction, is topic modeling. It includes proba-
bilistic latent semantic analysis (PLSA) [163] and latent Dirichlet allocation [164].
In these methods, to conduct dimension reduction, it is used a probabilistic model,
which is able to find co-occurring terms that can be considered as semantic topics
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in a collection of texts [162].

These models try to overcome the problems of BoW representation and are aimed
at discovering the abstract topics underlying a collection of documents. By abstract
topic it is intended a set of words which appear in a specific context and can be inter-
preted as the vocabulary used to describe a particular topic. In this view, documents
are seen as mixtures of topics and topics as probability distributions over words. Es-
sentially, they try to discover the probabilistic procedure by which documents can
be generated. PLSA [163] models the probability of the co-occurrences of words and
documents as a mixture of conditionally independent multinomial distributions,

P(w;, dj) = plw;|zi)p(z)p(d;|21), (3.5)

where the probabilities factors are normalized,

m K

Zp(wﬂzk) =1, Zp(dj|zk) =1, Zp(zk) =1 (3.6)

i=1 7=1 k=1

This model has been generalized by Blei et al. [164] adding a Dirichlet prior on the
topic distribution of the documents. Topic models are useful because discovering
the distributions of topics can be used directly to cluster documents. In fact, topics
can be seen as sets of features which characterize a cluster.

Another important method which is largely used for dimension reduction and
clustering is Nonnegative Matrix Factorization (NMF). It was introduced by Lee et
al. [6], to learn the part of an image and the semantic features of a text. NMF
differs from methods based on SVD, in that the semantic space derived by NMF
does not need to be orthogonal. Furthermore, the reduced matrix, obtained with
this method, takes only non-negative values [165].

In general, NMF takes as input a data matrix X, and produces two textitk-rank
nonnegative matrices Uy and Vi, so that UyV,I provides an approximation to X.
The aim of this approach is to find the two matrices U and V' which minimize the
following objective function:

J=]X-UVT|? (3.7)

where || - || denotes the matrix Frobenius norm.

The matrices, provided by NMF, indicate how terms are associated to topics
(matrix V') and how documents are associated to topics (matrix U). For clustering
purpose, U can be used to assign each document to a cluster (hard clustering), with
the following method,

k; = argmax(kiq, ..., ki k) (3.8)



64 3. Document Clustering Games

There is a strict correlation between PLSA and NMF, in fact, it has been demon-
strated that the two approaches are equivalent and optimize the same objective
function [166].

These methods identify the relationships among terms and the dimensions of
a latent space. Topic models are usually interpreted by inspecting the term-topic
associations, finding the vocabulary of a determined topic and associating each doc-
ument to the topic with which shares the largest number of terms [162].

A popular graph-based algorithm for document clustering is CLUTO [167], which
uses different criterion functions to partition the graph into a predefined number of
clusters. The problem with partitional approaches is that it is necessary to give as
input the number of clusters to extract. The underlying assumption behind models
based on matrix factorization, such as Non-negative Matrix Factorization (NMF)
[6, 166] is that words which occur together are associated with similar clusters.
[166] demonstrated the equivalence between NMF and Probabilistic Latent Semantic
Indexing, a popular technique for document clustering. A general problem, common
to all the approaches described, involves the temporal dimension. In fact, for these
approaches is difficult to deal with datasets which evolve over time and in many real
world applications documents are streamed continuously.

With our approach we try to overcome this problem, simulating the presence of
some clusters into a dataset and classifying new instances according to this infor-
mation. We also try to deal with situations in which the number of clusters is not
given as input to our algorithm. The problem of clustering new objects is defined as
a game, in which we have labeled players (clustered objects), which always play the
strategy associated to their cluster and unlabeled players which try to learn their
strategy according to the strategy that their co-players are choosing. In this way the
geometry of the data is modeled as a similarity graph, whose nodes are documents
(players), and the games are played only between similar players.

3.4 Dominant Set Clustering

As introduced in Section 3.2.2, dominant set clustering generalizes the notion of
maximal clique from unweighted undirected to edge-weighted graph. Essentially,
this generalization is relevant because it enables to extraction of compact structures
from a graph in an efficient way. Furthermore, it has no parameters and can be
used on symmetric and asymmetric similarity graphs. It offers measures of clusters
cohesiveness and measures of vertex participation to a cluster. It is able to model
the definition of a cluster, which states that a cluster should have high internal
homogeneity and that there should be high inhomogeneity between the samples in
the cluster and those outside. [168].

To model these notions we can use a graph G, with no self loop, represented by
its corresponding weighted adjacency matrix A = (a;;) and consider a cluster as a
subset of vertices in it, C' C V. The average weighted degree of node ¢ € C with
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regard to C'is defined as,

1
awdegco (1) = — Qi 3.9
gC( ) ’C| Z J ( )
jec
We can also define the average similarity among a vertex ¢ € C' and a vertex j € C
as,

o(i,7) = a;; — awdege (i) (3.10)
The weight of node ¢ with respect to C' can be defined as,
1 if |C|=1
Weli) = { o aE (3.11)
> jecriiy Poviir (U )Weray(J),  otherwise

and the total degree of C' is,

W(C)=> Weli). (3.12)
icC
This measure gives us the relative similarity among vertex ¢ and the vertices in
C\{i}, with respect to the overall similarity between the vertices in cluster C'\{i}.
We(i) gives us the measure of vertex participation to a cluster, which should be
homogeneous for all © € C'. More formally, the conditions which enable the dominant
set to realize the notion of cluster described above are:

1. We(i) >0, foralli e C
2. Weugip(i) <0, for all i ¢ C

the first refers to the internal homogeneity of the cluster and the second refers to
the external inhomogeneity.

A way to extract structures from graphs, which reflects the two conditions de-
scribed above, is given by the following quadratic form:

flz) =z Az (3.13)

Within this interpretation, the clustering task is interpreted as that of finding a
vector x, that maximize f. The vector x is is a probability vector, whose components
express the participation of nodes in the cluster, so we have the following program:

maximize f(x)

subject tox € A (3.14)

where,

A:{xER”:xEOand inzl} (3.15)

i=1
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A (local) solution of program 3.14 corresponds to a maximally cohesive cluster [168].
Furthermore we have,

Theorem 3. If S is a dominant subset of vertices, then its weighted characteristic
vector x° is a strict local solution of program 3.1/.

Proof. See [5]. O

By formulating the problem in this way, the solution of program 3.14 can be
found using the replicator dynamic equation, which we have introduce in Section
1.2 and 2.4.1.4, and propose again here, in the context of dominant set clustering,

z(t+1) =x;,(t) ———————
il ) i( ):v(t)TAx(t)
In the dominant set framework, the clusters are extracted sequentially from
the graph and a peel-off strategy is used to remove the data points belonging to
an determined cluster, until there are no points to cluster or a certain number of
clusters have been extracted.

(3.16)

3.5 Document Clustering Games

This section describes how document clustering games are formulated. The steps
undertaken to resolve the task are as follows: data preparation, graph construction,
clustering, strategy space implementation, clustering games and results evaluation.
They are described in separate paragraphs below.

3.5.1 Data preparation

Each document ¢ in a corpus D is represented with a BoW approach. From this
data representation it is possible to adopt different dimension reductions techniques,
such as LSA and NMF (see Section 3.3), to achieve a more compact representation
of the data. The new vectors will be used to compute the pairwise similarity among
documents and to construct, with this information, the proximity matrix W. As
measure for this task, it was used the cosine distance (equation (2.10)), introduced
in Section 2.5.1.2.

3.5.2 Graph construction

The proximity matrix obtained, in the previous step, can be used to represent the
corpus D as a graph GG, whose nodes are the documents in D and whose edges are
weighted according to the similarity information stored in W. Since, the cosine
distance acts as a linear kernel, considering only similarity between vectors under
the same dimension, it is common to use a kernel function to smooth the data and
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transform the proximity matrix W into an affinity matrix S [169]. This operation is
also useful because it allows to transform a set of complex and nonlinearly separable
patterns into patterns linearly separable [170]. For this task we used the classical
Gaussian kernel,

2

5(i, §) = exp {—‘Z—;} (3.17)

where s;; is the dissimilarity among pattern ¢ and j computed with the cosine dis-
tance and o is a is a positive real number which determines the kernel width, and
affects the decreasing rate of 5. This parameter is calculated experimentally, since
the nature of the data and the clustering separability indices of the clusters is not
known [171]. The clustering process can also be helped using graph Laplacian tech-
niques. In fact, these techniques are able to decrease the weights of the edges between
different groups of nodes. We use the normalized graph Laplacian, in some of our
experiments, which is computed as follows:

L=D7'28p1/2 (3.18)

where D is the degree matrix of . Once we have matrix L we can reduce the number
of nodes in it, so that document games are played only among high similar nodes,
this refinement is aimed at modeling the local neighborhood relationships among
nodes and can be done with two different methods, the e-neighborhood graph, which
maintains only the edges which have a value higher than a predetermined threshold,
¢; and the k-nearest neighbor graphs, which orders the edges weights in decreasing
order and maintains only the first k.

The effect of these processes is shown in Figure 3.2. On the main diagonal of
the matrix it is possible to recognize some blocks which represent the clusters of the
dataset. The values of those points is low in the cosine matrix, since it encodes the
proximity of the points. Then the matrix is transformed into a similarity matrix by
the Gaussian kernel, in fact, the points on the main diagonal in this representation
are high. In the Laplacian matrix, it is possible to note that some noise has been
removed from the matrix, the elements far from the diagonal appear now clearer
and the blocks near the diagonal now are more uniform. Finally the k-nn matrix
remove many nodes from the representation, giving a clear picture of the clusters.

We used the Laplacian matrix for the experiments with the dominant set, since
this framework requires that the similarity values among the elements of a cluster
are very close to each other. The k-nn graph has been used to run the clustering
games, since this framework does not need many data to classify the points of the
graph.
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3.5.3 Clustering

The clustering phase has been conducted using two different methods, the dominant
set and the NMF. With the dominant set we have developed different implemen-
tations, giving as input the number of clusters to extract and also without this
information, which is not common in many clustering approaches. Different dimen-
sion reductions have also been tested on this task, to evaluate the best representation
of the data, for the problem at hand.

As anticipated in Section 3.3, the NMF algorithm, aims at reducing the number
of features to characterize the objects in a dataset. With this approach, it is common
to reduce the number of features to the number of clusters to extract [166, 165]. This
process leads to the definition of a matrix M = nk, where n is the number of objects
and k is the number of clusters. The rows of this matrix represent the objects in
the dataset and the columns indicates the degree to which a particular feature is
relevant for a particular document.

3.5.4 Strategy space implementation

In the previous step it has been shown that with the proposed approach, the domi-
nant set clustering does not cluster all the nodes in a graph and that the clustered
points are used to supply information to the others nodes. Within this formulation,
it is possible to adopt different strategies to try to cluster the remaining nodes. On
the other hand, with NMF there is not a hard partition of the data, because the
documents are associated to topics with some degree of membership. In both cases
evolutionary dynamics can be employed to cluster the unlabeled points or to refined
the clustering obtained.

In the case of dominant set the strategy space of each player can be initialized

as follows,
{K‘l, if node ¢ is unlabeled.
Sij = . . . (3.19)

1, if node ¢ has label 7,

where K is the number of clusters to extract and K ! ensures that the constraints,
required by a game theoretic framework (see Section 1.2), are met.

Regarding NMF, as shown in Section 3.3, it produces two matrices, U and V,
the first associates documents to clusters, the second words to clusters. We are
interested in U, since it is used to cluster the documents (see equation 3.8). We can
initialize the strategy space of the NMF games, using this matrix, since it indicates
the strength of association among a document and a clusters. In order to constrain
each vector to lie on the standard simplex, we use the following equation to initialize
the strategy space of the NMF games,

= —i— (3.20)



70 3. Document Clustering Games

These initializations are aimed at improving the performances of dominant set
clustering and NMF, starting the dynamics of the games not on the center of the
K-dimensional simplex, Ak , as it is customary to do (see equation 2.5.1.4), but on
a different interior point, which does not compromise that the dynamics will arrive
to a Nash equilibrium (see Theorem 1).

3.5.5 Clustering games

Once the graph, which models the pairwise similarity among the players, and the
strategy space of the games, has been created, it is possible to describe more in
detail how the games are formulated.

It is assumed that each player ¢« € I, which participates in the games is a doc-
ument in the corpus and that each strategy, S; = 1,..., K is a particular cluster.
The players can choose a determined strategy among the set of strategies, each ex-
pressing a certain hypothesis about its membership in a cluster and K being the
total number of clusters available. We consider S; as the mixed strategy for player
i as described in Section 1.1. The games are played among two similar documents,
¢ and 7, imposing only pairwise interaction among them. The payoff matrix Z;;
of the games, contrary to what has been done in the word sense disambiguation
games (see Section 2.4), is defined as a an identity matrix of rank K. This choice
is motivated by the fact that, here all the players have the same strategy space, we
do not know in advance, what is the range of classes to which the players can be
associated, (excluding the labeled points obtained in the clustering phase. For this
reason we have to assume that a document can belong to all classes.

In this setting the best choice for two similar players is to be clustered in the
same class, which is expressed by the entry Z;; = 1,7 = j, of the identity matrix. In
these kinds of games, called imitation games, the players try to learn their strategy
by osmosis, learning by their co-players. Within this formulation, the payoff function
for each player is additively separable and is computed as described in Section 1.1.
Specifically, in the case of clustering games, there are labeled and unlabeled players,
which can be divided in two disjoint sets, I; and I,,, denoting labeled and unlabeled
players, respectively. These groups can be divided further, considering the strategy
that labeled players play without hesitation. In formal terms, there are K disjoint
subsets, Iy = {Ijj1, ..., [y }, each subset denoting the players that always play their
kth pure strategy.

The labeled players always play the strategy associated to their cluster, because
their strategy lays on a corner of the simplex, which corresponds to a rest point [172].
in this setting, labeled players do not play the games to maximize their payoffs, they
have already a determined strategy. Only unlabeled players play the games, they
have to decide their cluster membership (strategy) and they exploit the information
provided by labeled players, in fact, they act as bias over the choices of unlabeled
players. We recall that the games, formulated in these terms, always have a Nash
equilibrium in mixed strategies [2] and that the adaptation of the players to the
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proposed strategic environment is a natural consequence in game dynamics, given
the fact that each player gradually adjusts his choices according to what other players
do [39]. Once the equilibrium is reached, the cluster of each player i, corresponds
to the strategy s;;, with the highest probability (see equation 2.2).

The payoffs of the games are calculated as usual with equations 1.5 and 1.6,
which in this case, with labeled and unlabeled players, are defined as,

wi(ef) = > (LijAgzn+ > Y LijAy(h, k) (3.21)

jel, k=1 jeI;

and,

K

In the case of NMF, each player has a different strategy space distribution.
It is possible to have players, which have a definite strategy and act, as well as,
labeled players in the case of clustering games with dominant set. There are also
players with a uniform strategy distribution and players with a slightly preference
for some strategy. In the latter case these players can influence other players from
the beginning and can be influenced by other players, leading to the consolidation of
their initial strategy or to the modification of it, caused by the strategic environment.

3.6 Experimental Setup

In this section we describe the experiments conducted with dominant set clustering
and with NMF. We measured the performances of the systems using the accuracy
measure and the normalized mutual information (NMI).

The accuracy is calculated with the following equation,

n
where n denotes the total number of documents in the test, §(x,y) equals to 1,
if x and y are clustered in the same class; map(L;) maps each cluster label /; to
the equivalent label in the benchmark. The best mapping is computed using the
Kuhn-Munkres algorithm [173].

The NMI measure was introduced by Strehl and Ghosh [174] and indicates the
level of agreement between the clustering C' provided by the ground truth and the
clustering C" produced by a clustering algorithm. The mutual information (MI)
between the two clusterings is computed with the following equation,

p<civ C;)

MIC.C) = 3 plend)-logs 500

c,-EC,c;-EC”

(3.24)
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where p(c;) and p(c}) are the probabilities that a document of the corpus belongs
to cluster ¢; and ¢, respectively, and p(¢;, ¢) is the probability that the selected

document belongs to ¢; as well as ¢, at the same time. The MI information is then
normalized with the following equation,

MI(C,C")
max(H(C), H(C"))
where H(C') and H(C") are the entropies of C' and C’, respectively, This measure
ranges from 0 to 1. When NMI is 1 the two clustering are identical, when it is 0,
the two sets are independent.

NMI(C,C") =

(3.25)

3.6.1 Experiments with Dominant Set Clustering

The experiments with dominant set clustering are aimed at testing this framework in
the document clustering task, a field in which, to the best of our knowledge, has never
been tested. Furthermore, we want to test how this framework can be employed
to identify only the most representative elements of a cluster and to propagate
this information over the network, exploiting evolutionary dynamics, as described
in Section 3.5.5. Furthermore, we tested our approaches with different similarity
graphs, in order to identify which data representation better fits the algorithms.

3.6.1.1 Datasets

For the evaluation of our approach, we used the same datasets used in [175], where
has been conducted an extensive comparison of different document clustering algo-
rithms'. The test set is composed of 13 datasets, whose characteristics are illustrated
in Table 3.1. It is composed of datasets of different sizes (ny), from 204 documents
(tr23) to 8580 (sports). The number of classes (K') of the datasets is different and
ranges from 3 to 10. Another important characteristic of the datasets is the number
of words (n,,) in the vocabulary of each dataset, which ranges from 5832 (tr23) to
41681 (classic) and is conditioned by the number of documents on the dataset and
on the number of different topics in it. The last two features which describe the
datasets are n. and Balance. n. represents the average number of documents per
class and Balance is the ratio among the number of documents in the smallest class
and in the largest class.

3.6.1.2 Experiments with the Entire Feature Space

In this section we test our approach with the entire feature space of each dataset.
The graphs for our experiments are prepared as described in Section 3.5.

!The datasets have been downloaded from, http://www.shi-zhong.com /software/docdata.zip .
We noticed that the number of features on these datasets is lower that that indicated in [175],
maybe due to some transcription errors. But we think that the results are not compromised, since
the differences are really low, in the order of 1 to 100.
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Data Source Ny Ty K n. Balance
NG17-19 3 overlapping groups from NG20 2998 15810 3 999  0.998
classic CACM/CISI/Cranfield/Medline 7094 41681 4 1774 0.323
k1b WebACE 2340 21819 6 390 0.043
hitech San Jose Mercury (TREC) 2301 10800 6 384 0.192
reviews  San Jose Mercury (TREC) 4069 18483 5 814  0.098
sports San Jose Mercury (TREC) 8580 14870 7 1226 0.036
lal LA Times (TREC) 3204 31472 6 534 0.290
lal2 LA Times (TREC) 6279 31472 6 1047 0.282
la2 LA Times (TREC) 3075 31472 6 513 0.274
trll TREC 414 6424 9 46 0.046
tr23 TREC 204 5831 6 34 0.066
trdl TREC 878 7453 10 88 0.037
trd5 TREC 690 8261 10 69 0.088

Table 3.1: Datasets description

NG17-19  classic k1lb hitech  review sports lal
AC 5H56+0 66+.07 .82+0 .44+0 .81+£0 .69+£0 .49+.04
MI  42+0 5H564+.22 66+0 .27+0 .594+0 .62+0 .45+.04

Table 3.2: Results as accuracy (AC) and normalized mutual information (NMI),
for the experiments on dominant set clustering with the entire feature space. Each
experiment was run 50 times and is presented with standard deviation ().

The results of these experiments are shown in Table 3.2 and Table 3.3 and will
be used as point of comparison for the next experiments. The results do not show
a stable pattern, in fact they range from MI .27 on the hitech dataset, to MI .67 on
k1b. The reason of this incongruence is the representation of the datasets, which in
some cases has no good discriminators for the described objects.

An example of the graphical representation of the two datasets mentioned above
is presented in Figure 3.3, where we can see that the similarity matrices and the
corresponding graphs constructed for hitech do not show a clear structure on the
main diagonal. To the contrary, it is possible to recognize the cluster structures
clearly in the graphs representing k1b.

3.6.1.3 Experiments with Basic Feature Selection

Each dataset described in [175], represents a corpus as BoW feature vectors, where
each vector represents a document and each column indicates the number of occur-
rences of a particular word in the corresponding text. As we have seen in Section
2.5.4, this representation leads to high dimensional space. It gives to each feature
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lal2 la2 trll tr23 tr41 trdb
AC 574+.02 5440 684&£.02 44+.01 .644&.07 .64+.02
MI 464 .01 464+.01 63+.02 .383%+0 .5b3+.06 .59+ .01

Table 3.3: Results as accuracy (AC) and normalized mutual information (NMI),
for the experiments on dominant set clustering with the entire feature space.Each
experiment was run 50 times and is presented with standard deviation(=£).

classic  klb lal lal2 la2
pre 41681 21819 31472 31472 31472
post 7616 10411 13195 17741 12432
% 0.82 0.52 0.58 0.44 0.6

Table 3.4: Number of features for each dataset before and after feature selection.

the same importance and does not take into account the problems of homonymy
and synonymy. To overcome these limitations, we decided to apply to the corpora a
basic frequency selection heuristic, which eliminates the features which occur more
often than a determined thresholds. In this study only the words occurring more
than once were kept.

This basic reduction leads to a more compact feature space, which is easier to
handle. Words that appear very few times in the corpus can be special characters
or miss-spelled words and for this reason can be eliminated. The number of features
of the new dataset, after the frequency selection, are shown in Table 3.4. From
the table, we can see that the reduction is significant for five of the datasets used,
arriving at 82% of reduction for classic, the other datasets have not been affected
by this process.

In Table 3.5 we show the results obtained employing the same algorithm used
to test the datasets with all the features. This reduction can be considered a good
choice to reduce the size of the datasets and the computational, but do not have a
big impact on the performances of the algorithm. In fact, the results show that the
improvements, in the performance of the algorithm, are not substantial. We have
an improvement of 1%, in terms of NM I, in four datasets over five. In one dataset
we obtained lower results. This could be due to the fact that we do not know
exactly what words have been removed from the datasets, because they are not
provided with the datasets. In fact, it is possible that the reduction has removed
some important (discriminative) word from the feature space, compromising the
representation of the documents.
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classic k1lb lal lal2 la2
AC 6740 79+0 564+.11 564+.03 57+0
MI 574+0 6740 47+.12 444 .01 47+0

Table 3.5: Mean results as accuracy (AC) and normalized mutual information
(NMI), for the experiments on dominant set clustering with frequency selection.
Each experiment was run 50 times and is presented with standard deviation (&£).

3.6.1.4 Experiments with Latent Semantic Analysis

In this section is presented the evaluation of the proposed approach, using LSA
to construct a semantic space which reduces the dimensions of the feature space.
The evaluation was conducted using different numbers of features to describe each
dataset, ranging from 10 to 400. This is due to the fact that there is no agreement on
the correct number of features to extract for a determined dataset. For this reason
this value has to be calculate experimentally.

The results of this evaluation are shown in two different tables, Table 3.6 indicates
the results as NMI and Table 3.7 indicates the results as accuracy. The performances
of the algorithm measured as NMI are similar on average (excluding the case of 10
features), but there is no agreement on different datasets. In fact, different data
representations affect heavily the performances on datasets such as NG17-19, where
the performances ranges from .27 to .46. This phenomenon is due to the fact that
each dataset has different characteristics, as shown in Table 3.1.

The results with this new representation of the data shows that the use of LSA
is beneficial. In fact, it is possible to achieve results higher than with the entire
feature space or with the frequency reduction. The improvements are substantial
and in many cases are 10% higher.

3.6.1.5 Comparison to State-of-the-Art Algorithms

The results of the evaluation of the Document Clustering Games are shown in Table
3.8 and 3.9 (third column, DCG), where, for each dataset are compared the best
results obtained with the document clustering games approach and the best results
indicated in [175] and in [176]. In the first article was conducted an extensive
evaluation of different generative and discriminative models, specifically tailored
for document clustering and two graph-based approaches, CLUTO and a bipartite
spectral co-clustering method, which obtained better performances than the other
algorithms. The results in this article are reported as NMI. In the second article
there is an evaluation on different NMF approaches to document clustering, on the
same datasets that we used and the results are reported as AC.

From Table 3.8 it is possible to see that the results of the document clustering
games are higher than those of state-of-the-art algorithms on ten datasets out of
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Data 10 50 100 150 200 250 300 350 400
NG17-19 27 37 46 .26 .35 .37 .36 .37 .37
classic b3 63 71 73 76 14 72 72 .69
k1b 68 61 58 62 63 .63 .62 .61 .62
hitech 29 28 25 26 28 27 27 .26 .26
reviews 60 59 59 59 59 59 H8 .58 .58
sports 62 63 .69 67 .66 .66 .66 .64 .62

lal 49 53 B8 B8 B8 BT B9 BT .59
la12 A8 52 52 52 B3 56 B4 55 K4
la2 D3 .56 B8 B8 B8 B8 B9 B8 .58
trll .69 65 .67 .68 .71 .70 .70 .69 .70
tr23 42 48 41 39 41 40 41 40 41
tr4l 65 75 72 69 71 74 76 .69 .75
trdd 65 .70 67 .69 .69 .68 .68 .67 .69
avg. b3 .86 BT 56 BT BT BT 56 BT

Table 3.6: Results as normalized mutual information (NMI) for all the datasets.
Each column indicates the results obtained with a reduced version of the feature
space using LSA. Each experiment was run 50 times.

Data 10 50 100 150 200 250 300 350 400
NG17-19 61 .63 .56 .57 .51 .51 .51 .51 .51
classic 64 76 87 8 91 8 8 84 .80
klb 72 .55 B8 v3 .75 75 73 70 .73
hitech A48 36 42 41 47 46 41 .43 .42
reviews 73 .72 69 69 69 71 .71 71 .71
sports 62 61 .71 69 .68 .68 .68 .68 .61

lal D9 64 72 70 3 72 73 72 .73
lal2 63 63 .62 .62 .63 .67 .64 .67 .65
la2 69 66 .60 .60 .61 .60 .65 .60 .60
trll 69 66 69 .70 2 71 71 71 .71
tr23 44851 43 42 43 43 43 43 43
trdl .60 .76 68 68 .65 .75 77 .67 .77
tr4d D7 .69 66 .68 .67 .67 .67 .67 .67
avg. 62 63 63 64 .65 .66 .65 .64 .64

Table 3.7: Results as accuracy (AC) for all the datasets. Each column indicates
the results obtained with a reduced version of the feature space using LSA. Each
experiment was run 50 times.
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Data DCG,.x DCG Best

NG17-19 3940 .46 £ 0 .46 £+ .01
classic 7140 76 £ 0 71 4+ .06
klb 73 +£.02 684.02 .67+.04
hitech B35+.01 29+£.02 .33+ .01
reviews SD7+.01 .60+ .01 .56+ .09
sports 67+0 .69 +0 .67+ .01

lal D30 BH9+0 58 £ .02
lal2 H2+0 56 +0 .56 + .01
la2 D3 E0 D59 £0 .56 £ .01
trll J72£0 71£0 .68 = .02
tr23 S7TE.02 48+ .03 43+£.02
trdl 70£.01 .76 £.06 .69+ .02
trdd 70+ .02 .70£.03 .68=£.05

Table 3.8: Results as NMI of generative models and graph partitioning algorithm
(Best) compared to our approach with and without the number of clusters to extract.
Each experiment was run 50 times.

thirteen. On the remaining three datasets we obtained the same results on two
datasets and a lower result in one. On classic, tr23 and tr26 the improvement of
our approach is substantial, with results higher than 5%. Form Table 3.9 we can
see that our approach performs substantially better that NMF on all the datasets.

3.6.1.6 Experiments with no Class Number

The last experiment was conducted without using the number of clusters to extract.
It has been tested the ability of dominant set to find natural clusters and the per-
formances that can be obtained in this context by the document clustering games.
In this way, we first run dominant set to discover many small clusters, setting the
parameter of the gaussian kernel with a small value (0.1). Then we re-clusters the
obtained clusters using as similarity matrix the similarities shared between the nodes
of two different clusters.

The results of this evaluation are shown in Table 3.8 and 3.9 (second column,
DCG,k). The results show that this new formulation of the clustering games
performs well in many datasets. In fact, in datasets such as klb, hitech, tr11 and
tr23 has results higher than the clustering games performed in the previous sections.
This can be explained by the fact that with this formulation the number of clustered
points is higher that in the previous version. This can improve the performances of
the system when dominant set is able to find the exact number of natural clusters
from the graph. To the contrary, when it not able to predict this number, the
performances as NMI decrease drastically. This phenomenon can explain why in
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Data DCG,.x DCG Best
NG17-19 5940 .63 +0 -

classic 80+£0 91+0 .59 £ .07
klb 886 +.02 754+£.03 .79+0
hitech 52+ .01 48+.02 .48+ .04
reviews 64+ .01 .73+.01 .69+.07
sports 78+ 0 71+0 .50 £+ .07

lal 630 730 .66 =0
lal2 H9+0 670 -

la2 DO EO0 .69 £0 DH3E0
trll J74£0 72£0 53 +.05
tr23 52+.02 BH1+.056 43+£.06
trdl J75£.01 .76 £.08 .53 +£.06
trdd 71 +.01 .69+£.04 .54£.06

Table 3.9: Results as AC of NMF models (Best) compared to our approach with
and without the number of clusters to extract. Each experiment was run 50 times.

some datasets it does not perform well. In fact, in datasets such as, NG18-19, lal,
la12 and 12 the performances of the system are very low.

3.6.2 Experiments with NMF

As introduced in Section 3.5, we used the matrix U, obtained by applying the NMF
technique on the tf-idf matrix of each corpus, to define the inclination that each doc-
ument has toward a determined cluster. Therefore, we initialized the strategy space
of each player according to this information. After this system initialization, we
started the dynamics of the document clustering games, using different k-nn graphs,
constructed from the proximity matrix obtained with the classic cosine distance.

3.6.2.1 Datasets

We conducted an extensive evaluation of our approach using the Reuters-21578>
corpus, a common benchmark for the evaluation of clustering and classification al-
gorithms. It is composed of 21578 documents divided in 135 classes. Each document
is a news which appeared in the Reuters newswire in 1987. The news have been
manually indexed and associated to one or more classes by personnel from Reuters
Ltd. and Carnegie Group, Inc. and made available in 1990.

For our experiments we excluded documents which have more than one class and
classes which contain less than 6 documents. The final dataset which we have used
is composed of 9455 documents divided in 50 classes. The distribution of documents

2The corpus has been downloaded from http://kdd.ics.uci.edu/databases/reuters21578
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Accuracy NMI
K | NMF cosine gaus lapl | NMF cosine gaus lapl
2 .94 .94 94 94 72 73 7474
3 .88 .89 89 .89 73 .75 .76 .76
4 .83 .84 .84 .84 .69 71 71 71
5 .75 7 N .64 .65 .66 .65
6 72 .76 76 .76 .64 .65 .67 .66
7 72 .75 575 .65 .66 .67 .66
8 .70 .75 575 .66 .67 .67 .66
9 .65 .72 72 .72 .61 .60 .61 .61
10 .61 .66 67 .67 .58 .54 b5 .55
Avg | .76 .79 79 .79 .66 .66 .67 .67

Table 3.10: Results as accuracy and NMI comparing the results obtained with NMF
and document clustering games with different similarity graphs: simple cosine simi-
larity, gaussian kernel and Laplacian. For each number of classes K the experiments
were run on 50 different datasets.

per class is very skewed, it ranges from 6 to 3944 and constitutes a big challenge
for any clustering algorithm, when it is evaluated using the NMI, since it takes
into account the purity of the clusters extracted and not just the number of points
clustered correctly.

Once we have redefined the entire dataset, we have created, from it, new datasets,
composed of different number of classes, ranging from 2 to 10. For each different
number of classes we created 50 randomly selected datasets, in order to evaluate our
approach in different situations.

3.6.2.2 Performance Evaluations and Comparisons

The results of the evaluation with NMF are shown in table 3.10. This experiment was
conducted using three different similarity graphs to model the interaction between
the players: the cosine similarity, the gaussian kernel and the gaussian kernel with
normalized laplacian. We used these similarity measure to weight the edges of the
graph and then reduced the number of edges keeping only the five most similar
nodes for each vertex in the graph.

As it is possible to see from the table, the results of this approach is particularly
effective in terms of accuracy. In fact, it is possible to obtain an improvement of 3%
on average. The improvement as NMI is not high. This is due to the fact that the
datasets are very unbalanced. In fact it is possible to have a cluster of 5 points and
one of thousands of points in the same dataset and the inaccuracy in clustering the
small dataset heavily affect the performances of the system.
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3.7 Conclusions

In this chapter we have explored new methods for document clustering based on
game theory. We have provided an introduction on the document clustering task,
highlighting its challenges and explaining the motivations behind the choice a game
theoretic framework. We have conducted an extensive series of experiments to test
the approach on different scenarios. We have also evaluated the system with different
implementations and compared the results with state-of-the-art algorithms.

Our method can be considered as a continuation of graph based approaches but
it combines together the partition of the graph and the propagation of the infor-
mation across the network. With this method we used the structural information
about the graph and then we employed evolutionary dynamics to find the best la-
beling of the data points. The application of a game theoretic framework is able to
exploit relational and contextual information and guarantees that the final labeling
is consistent.

The system has demonstrated to perform well compared with state-of-the-art
system and to be extremely flexible. In fact, it is possible to implement new graph
similarity measure or new dynamics to improve the results or to adapt it to different
contexts.

The work with dominant set demonstrated that it is possible to use few labeled
nodes to label an entire graph. The work on non-negative matrix factorization
demonstrated that the results of that is possible to use the information derived
from this technique to obtain better clusterings. This because our approach exploit
relational information among data points and try to find stable correlations.
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Conclusions

This dissertation has contributed to the vast field of game theoretic models of learn-
ing. An attempt has been made to give a biological explanation, to the task of com-
putational learning, using concepts derived from evolutionary game theory. Learn-
ing was treated a an ability, which naturally emerges from the observation of the
contextual environment. In this perspective, we interpreted the learning process
as a dynamical system, in which the parts of the system have to learn from each
other, interacting and exchanging information. These interactions allow the player
to gradually change, leading to a progressive transformation of the entire system.
Each time that the system evolves, the traits of each part became clearer, moving
from a state in which there is ambiguity to a state in which each part knows what
is its nature.

This work was focused problems related to classification and clustering, adopt-
ing graph theoretic principles to model the geometry of the data and game theoretic
frameworks to find the best class assignments, exploiting relational and contextual
information. This model has shown to be useful and versatile, because it can be em-
ployed as an unsupervised, semi-supervised or supervised learning model. Further-
more, it is possible to use it adopting many state.of-the-art tools for the computation
of pairwise-similarity among objects.

The experiments on word sense disambiguation have shown that our approach
is able to perform a consistent labeling of the data, We demonstrated that our
formulation of the problem is beneficial for this task, because state-of-the-art systems
do not have a notion of consistency when they try to disambiguate the words, instead
they just try to find the most important sense in a network.

The work on document clustering has tested how dominant set clustering works
on textual data and have shown different perspectives on how the partial results
of this algorithm can be used to cluster an entire graph. This turns out to be
particularly important in case of large graphs, which would be difficult to treat or
in the case of dynamical graphs, which grow over time. In fact, with this approach
it is possible to use the data points at time ¢ to cluster incoming data at time ¢ + 1.

The contribution of the work on NMF was to explore new methodologies to refine
the clustering obtained with this technique. We demonstrated how it is possible
to obtain better results with our formulation, overcoming the simplistic approach
of maximization proposed in literature. This improvement can be considered as
substantial, since An important contribution since NMF is largely used in different
fields of data analysis.

The overall contribution of this thesis is that it shows how game-theoretic models
can be employed for different natural language processing tasks. We have opened a
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new perspective in this discipline and explored different techniques in game theory
for classification and clustering, demonstrating that these techniques can have a
large number of applications arising from a variety of fields. As future work we are
planning to extend the use of the methodologies described in this thesis to other
field and to explore new game settings and dynamics.
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